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Preface

These notes started out as transcriptions of lectures given for Math 406, ‘Intro-
duction to Mathematical Logic and Model-theory’, at METU in 2004. I have
expanded on some points and rearranging some topics.

I assume that the reader already knows something of certain topics, as covered
in Math 111, ‘Fundamentals of Mathematics’:

() formal logic (predicate and first-order);
(1) sets, relations, and functions;
(1) induction and recursion on the set of natural numbers.

In writing these notes, I attempt to distinguish notationally between constants
and variables. However, what is a constant in one context is a variable in
another.

In a tradition at least as old as Descartes’s Geometry [4], originally published
in French in 1637), letters from the beginning of the Latin alphabet stand for
known quantities; letters from the end, unknown. Hence, if we are asked to
solve the equation

ar’ +bx+c=0, (1)

we know that we are expected to come up with the equation
—b £ Vb2 — 4ac
r=
2a ’

rather than, say,
bx + ¢

2

In Equation (1), the letters a, b, and ¢, are understood to stand for particular
numbers; the letter x does not stand for a particular number, but for the ‘possi-
bility’ of a number. Grammatically, Equation (1) is ‘incomplete’ or ‘elliptical’.
The equation might stand for the instructions,

Find every number d such that Equation (1) becomes a true state-
ment when d replaces z.

Alternatively, the equation stands for the set
{x:az® + br +c =0}, (2)

whose members would be obtained by following the instructions.



ii

The expression on Line (2) is grammatically a noun. It represents a sort of
‘completion’ of Equation (1) by means of an additional use of the letter z. A
different letter, such as z, could be used in place of x in Line (2) without changing
the set indicated. Such an observation identifies the letter x in Equation (1) as
a variable.
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Chapter 1

Introduction

1.0 Building-blocks

This first section reviews some basic definitions and conventions to be followed
in these notes.

An ordered pair is a set
{{a},{a,0}},
which is denoted
(a,b).

The sole purpose of the definition is to ensure that

(a,b) = (z,y) < a=z & b=y.

The Cartesian product of sets A and B is the set
{(,y) s € Anye B},

denoted
A x B.

To express that some set f is a function from A to B, we can just write
f:A— B.

This means f is a subset of A x B with a certain property, namely, for every a
in A, there is a unique b in B such that (a,b) € f; then we write

f(a)=b.
The function f can also be written as
The set of all functions from A to B can be denoted

BA. (1.1)

{ch:intro}



2 CHAPTER 1. INTRODUCTION

(Some people write A B instead.)

Let w be the set of natural numbers:
w=1{0,1,2,3,...} = {0,0/,0",0”,...}.
It is notationally convenient to treat 0 as @, and n’ as n U {n}. Then
n={0,...,n—1}

for all n in w. Under this understanding of the natural numbers, the nth
Cartesian power of A is precisely

n
A",

in the notation introduced on Line (1.1) above. Thus, the nth Cartesian power
of A is the set of functions from n to A. An element of A™ can be written as
any one of

(an"aanfl)a i’_)aia C_ia

it can be called an (ordered) n-tuple from A. Note well that
A'={g} ={0} =1

this is true even if A is empty. Also, every element of A! is {(0,a)} for some a
in A. So we have a bijection

x+— {(0,z)} (1.2)

from A to A'. We may sometimes treat this bijection as an identification:
that is, we may neglect to distinguish between a and {(0,a)}.

For any m and n in w, we have a bijection
(Z,§)— 277y (1.3)
from A™ x A" to A™™ . In this notation, @ b is the (m + n)-tuple
(@oy .-y @m—1,b0,...,bn_1);
this is the (m + n)-tuple ¢ such that

a, if k< m;
C. =
b bk—m, ifm<k<m+n.

We shall always treat the bijection on Line (1.3) as an identification; in partic-
ular, we shall always write (@, b) instead of @ ~b.

An n-ary operation on A is a function from A™ to A. The set of these can
be denoted

AL
In particular, a 0-ary or nullary operation on A is an element of A'; by the

bijection in Line (1.2) then, we may identify a nullary operation on A with an
element of A.
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An n-ary relation on A is a subset of A™; the set of these is

P(A™).
In particular, a nullary operation is a subset of A, that is, of 1 (or {0}); so the
nullary operation is 0 or 1.

An n-ary operation on A is then a (certain kind of) subset of A™ x A, and
this product can be identified with A™ x A' and hence with A"*!; so an n-ary
operation on A can be thought of as an (n+1)-ary relation on A. More precisely,
if f: A" — A, then one may refer to the (n 4 1)-ary relation

{(#, f(7)): & € A"}

as the graph of f; but there is a bijection between graphs in this sense and
functions.

1.1 Structures

Our fundamental object of study will be structures. The notion of a structure
provides a way to unify the treatment of many mathematical ideas. By our
official definition, a structure is an ordered pair (4,7J), also referred to as 2,
where:

(¥) A is a non-empty set, called the universe of the structure;

(t) Jis a function, written also
5+ 8%,

whose domain L is called the signature of the structure;

(1) s® is either an element of A or an n-ary operation or relation on A for
some positive n, for each s in L.

If £ ={so0,51,...}, then 2 can be written
(A, s, 8%,

Examples 1.1.1. The following are structures:
(1) (w,",0);

(2) a group G, or (G,-, 71, 1);

(3) an abelian group G, or (G, +, —,0);

(4) a unital ring R, or (R,+,—,-,0,1);

(5) the ring Z, or (Z,+,—,-,0,1);

(6) the field R, or (R, +,—,-,0,1);

(7) the two-element field Fo, or (Fa, 4, —,-,0,1); see § 1.2;

(8) a partial order (€2, <);

(9) the ordered field R, or (R, +, —,-,0,1, <);

(10) a vector-space V' over a field K; here the signature of V' is

{+,—,0}U{a- :a € K},

where a - is the singulary operation of multiplying by «;

{S:structures}

{examples:structures}
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(11) the power-set structure on a non-empty set 2, namely
(P(2),N,U,°,2,0,C);
(12) the truth-structure
(B, A, V,—,0,1,F),

where B = {0,1}, and F is the binary relation {(0,0),(0,1),(1,1)}. (The
name ‘truth-structure’ is not standard, as far as I know.) °

Note well that B = {@,{@}} = P({@}) = P(1), and the truth-structure is
the power-set structure on 1. Propositional logic studies the truth-structure;
model-theory studies all structures.

With J as above in the structure (A,J):
(¥) s¥ is the interpretation in 2 of s;
(1) s is a symbol for s¥.
So s is one of the following;:
(¥) a constant;
(f) an n-ary function-symbol for some positive n in w;
(1) an n-ary predicate! for some positive n in w.

Since nullary operations on A can be considered as elements of A, a constant
can be considered as a nullary function-symbol.

Here are some observations about our definition of structure:

(¥) T am following the old convention (used for example in [2]) of denoting
the universe of a structure by a Roman letter, and the structure itself by
the corresponding Fraktur letter. Recent writers (as in [9] or [12]) use
‘calligraphic’ letters, not Fraktur:

For a structure with universe: | A | B |C | ... | M | N
Twrite: | A | B | | ... [|9M| N
Others may write: | A | B |C | ... | M | N

Another option (taken in [7]) is to use an ordinary letter like A for a struc-
ture, and then dom(A) for its universe. (Here ‘dom’ stands for domain.)
Finally, one might not bother to make a typographical distinction between
a structure and its universe. Indeed, as suggested in the examples, the
distinction is not easy to make with standard structures like Z or R.

() Similarly, it is not always easy or convenient to distinguish between a
symbol and its interpretation. A homomorphism from a group G to a
group H is usually described as a function f from G to H such that

f(go-91) = f(g0) - f(g1)

for all g, in G. If we are trying to be precise, we should call the groups &
and $), with group-operations -® and - respectively, and we should say
that f is such that

f(g0-% 1) = f(90) -® (1)

1Or relation-symbol.
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for all go and ¢ in G. But writing this way soon becomes tedious.

(1) In a structure (A,J), the universe A and the interpretation-function J
work together to provide interpretations of the symbols in £ as elements
of, or operations or relations on, a certain set, namely A itself. That’s
all a structure is: something that provides a mathematical interpreta-
tion for certain symbols. We shall develop this idea later. What makes
model-theory interesting is that the same symbols can have different in-
terpretions. For example, - in Z has different properties from - in R. Here
begins the distinction between syntax (abstract rules for working with
symbols) and semantics (the meaning of the symbols; see also Chap-
ter 2).

1.2 Propositional logic

This section reviews propositional logic; but the subject will be treated more
deeply in Chapter 2.

Of the so-called truth-structure given among the Examples 1.1.1, the signature
is {A,V,—,0,1,F}. The symbol F is here a binary predicate (later it will also
have other uses). The other symbols are function-symbols; we shall call them
propositional connectives.? We may use additional propositional connec-
tives. For example:

(0) 0 and 1 are nullary connectives;
(1) = is a singulary® connective;
(2) A, V, —, <, and < are binary connectives.

Each of these has a standard interpretation as an operation on B. These inter-
pretations can be given by truth-tables:

PlQO|1]|-P|PAQ|PVQ|P—-Q|P-Q|P»Q
oloflof1] 1 0 0 1 1 0
110 0 0 1 0 0 1
011 0 1 1 0 1
1|1 1 1 1 1 0

Alternatively, we can first understand B as a two-element unital ring with
addition- and multiplication-tables

— o+
= OO
O ==
o OO
=l

0
1
Then B is the ring sometimes denoted Zs; it is a field, and as such can be
denoted F>. Then

(¥) 0 and 1 are symbols for themselves;

(t) <~ is another symbol for addition;

20r Boolean connectives.
3This word is more etymologically correct than the more common unary.

{sect:prop}
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(1) A is another symbol for multiplication;
(§) the remaining connectives are thus:

symbol | interpretation
- r—x+1
Vv (zy)—x-ytzt+y
~ @y —royra+l
— (z,y)—z+y+1

In general, a signature for propositional logic is a set of propositional connec-
tives. Let £ be such. The (propositional) formulas of £ are certain strings
composed of:

(*) symbols from L;

(f) propositional variables Py, Py, Ps, ...
In particular:

(*) each variable is a formula.

(f) *F¢---F,_1 is a formula, if % is an n-ary connective from £, and the F;
are formulas. (If n = 0, then * by itself is a formula.)

(Why we can define a set of propositional formulas this way will be indicated
in § 2.0.) Usually, if * is binary, then, instead of *FoF1, we write

(FoxFq) (1.4)

(thus introducing new symbols: the two parentheses; but we usually do not
write the outermost set of parentheses in a formula). A formula is n-ary if? its
variables belong to the set { Py, ..., P,_1}. If a formula is n-ary, then its arity
is n. An n-ary formula F can be written as

F(Py,...,Pu_y).

As each propositional connective has a standard interpretation as an operation
on B, so every n-ary formula has a standard interpretation as such an operation,
in an obvious way. We can say then that the n-ary formula represents the n-
ary operation that is its standard interpretation. Notationally, an n-ary formula
F will represent the function N

from B™ to B. Then the standard interpretations of formulas can be defined as
follows:

(*) If k < n, then the formula Py is an n-ary formula and, as such, represents
the operation
T —

from B" to B. (This operation can be denoted Pj.)

(t) If {Fo,...,F,,_1} is a set of n formulas, each of them k-ary, and if =
is an n-ary propositional connective in £, then the formula *Fq---F,,_;
represents the function

i — g(Fo(Z),..., Froi(Z))

4 Alternatively, one may want to refer to a formula as n-ary if it contains no more than n
distinct variables, without worrying about which variables those are.
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from B” to B, where g is the standard interpretation of *.

In particular, if % is n-ary, then its standard interpretation is (A}, where G is the
formula *x Py - - - P,,—1. When formulas are written with the notation of Line (1.4),
then their interpretations can be given by truth-tables in the style shown in the
proof of Theorem 1.2.2 below.

The notion that a propositional formula represents an operation will be devel-
oped further in the next chapter in case £ is {—, —}. We shall be able to restrict
ourselves to this signature, because it is adequate. In general, a signature for
propositional logic is adequate if, for each n-ary operation g on B, there is an
(n + k)-ary formula F of £ (for some k) such that

9(€) =F(,f)

for all € in B™ and f in B*: that is, every operation on B is represented in
L by some formula. We allow the arity of F here to be larger than that of g,
since we want it to be possible for signatures without nullary connectives to be
adequate.

The following basic tool for establishing adequacy of a signature was proved by
Emil Post in 1921 [11]:
Lemma 1.2.1. A signature of propositional logic is adequate, provided that, in
this signature, the following operations are represented:

(x) the constant functions 0 and 1;

(1) the ternary function f given by

€o €1 €2 f(g)
0010 0
1100 1
0|10 0
1 110 1
0|01 0
110]1 0
0|1 1 1
1 1 1 1

Proof. We use induction on the arity of operations. The nullary operations
are represented in the signature by assumption. Suppose all n-ary operations
are represented, and g is (n + 1)-ary. If e € B, let h. be the n-ary operation
Z +— g(&,e). By definition,

ep, if ea =0;
f(€0,€1762)={ 0 ?

€1, if €y = 1.
Then for all d in B™, we have

g(d,€) = he(d) = f(ho(d), hi(d), e).

Thus the function g is

{lem:Post}
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By inductive hypothesis, each of the functions h. is represented by some formula
He(PQ, NN ,Pnfl, NN );

by assumption, f is represented by some function F(Py, P, Ps,...). Hence g is
represented by

F(Ho(Po,...,Po-1,-..),Hi(Po,...,Py_1,...),Py,...).
By induction, the operations of all arities are represented. [l
Theorem 1.2.2. The propositional signature {—, -} is adequate.
Proof. By the lemma, it is enough to observe:
(x) Py — Py represents 1;

(1) —(Po — Pp) represents 0;

(1) the operation f as in the lemma is represented by the formula
(=P = Py) = ~(P — 1)),

since its truth-table is

(&

~—
~—

J

~

—__0 OO =O
OO O K =
)—*l—\l—\l—‘OOOOK:U
»—A»—l»—l»—l»—tO»—tOl
»—AOHO»—AO»—AOSU
corr,rOROR|]
OO RrRr R OO OO

—
Hn—\»—\»—\OOOO[:U
r—tr—\oor—tr—Ar—tr—\l
»—lr—lOOH»—AOO’:U

0
(Note that the last formula is equivalent to (—P> — Py) A (P2 — P1).) O

1.3 Syntax and semantics

We introduce propositional connectives as a way to understand, and to make
precise, certains parts of ordinary language: namely, conjunctions and other
‘structural’ words like and, or, not, and if. .. then. For example, we interpret
the connectives = and — as in the truth-tables

—
- | Py 0 1 0
110 1 0] 0
0] 1 0 1 1

1 1 1

because:

(*) we think® of 0 as falsity and 1 as truth;

5Tt is possible to think the other way, where 0 is truth and 1 is falsity; this is done, for
example, in [14, Ch. 4, Exercise 3.7, p. 178].
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(1) we take = to stand for a word like not that negates sentences, and we
take — to stand for the locution if. .. then;

(1) in our mathematical writing at any rate,

e a claim will be true if and only if its negation is false, and

e an implication If A, then B will be false if and only if A is true, but
B is false.

A tautology will be a propositional formula that is ‘always true’; that is, the
interpretation of an n-ary tautology will be the constant n-ary function & +— 1.
In particular, the propositional formula Py — Py will be a tautology. This
will be so, because the sentence If A, then A is always true; also, from the
truth-table for Py — P, given above, we can construct the truth-table

PO — PO
0110
1 1 1

In short, tautology is a semantic notion: it concerns the ‘meaning’ of formulas.
At least, the notion of tautology concerns the meaning of formulas when they
are thought of as forms of sentences of ordinary language. (The etymology of
semantic is discussed below). To express that a formula is a tautology, we
shall write in front of it the symbol

E.

Whenever a notion is based directly on truth-tables, we shall consider it to be
semantic.

Gottlob Frege is credited with the first precise formulation of an alternative to
the truth-table method for establishing tautologies. This formulation is given
in the Begriffsschift [15] of 1879. A bit of Frege’s peculiar notation (discussed
below in § 2.4) survives: To express that a formula is a tautology found by
Frege’s method, we shall write in front of it the symbol

F.

We shall refer to this method as syntactic, because it directly involves the
way that symbols are arranged into formulas, without consideration of their
possible interpretations. (Again, etymology is discussed below.) Forty-two years
later, in 1921, in the same paper cited in the last section as the source of
Lemma 1.2.1, Emil Post published a proof [11, p. 169] that the syntactical
method can establish all tautologies:

FF — FF.

The syntactical method is the method of formal proof. It is a mechanical
method, in the sense that a machine can recognize when the method has been
applied successfully.

The method of formal proof does have its foundation in semantic considerations,
if only because it is designed to establish semantic facts. Also, the truth-table
method itself is mechanical, so it too seems to have a right to be called syntac-
tic. Thus, our distinction between the syntactic and the semantic is somewhat
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arbitrary. The distinction will be more profound in the context of first-order
logic.

The remainder of this section treats® the Greek origins of our words syntax
and semantics.

The Greek etymon for syntax, namely s ntaxij,-ewj, refers originally to an
arranging, a putting together in order, especially of soldiers. In one passage of
Plato’s Republic [10, 591d], it is wealth that may be arranged. In that passage,
the character of Socrates describes the wise man:

Okoneponka t n nt t ncrhmtwnkt seis ntaxnteka sum

fwnan; ka t n gkonto pl qoy ok kplhtt nenoj p to t n
poll nmnakarismpo peirona x sei, p rantakak cwn;

And will it not also be so, I said, with the arranging and harmonizing
of his possessions? He will not let himself be dazzled by the felici-
tations of the multitude and pile up the mass of his wealth without
measure, involving himself in measureless ills, will he?”

The arranging implied by s ntaxij can also be grammatical, a putting together
of words.

The source of semantics is the Greek adjective shmantik j, - , - n, meaning
significant or meaningful. Related words include the verb shma nw (signify) and
the noun t shme on (sign). In On Interpretation [1, 16a19, b5], Aristotle defines
nouns and verbs:

Onoma mno n st fwn shmantik kat sunq khn neucr nou, j nmh-
dnmroj st shmantik nkecwrism non:

‘R mad stit prosshnanoncr non,o mroj o dnshna nei cwr j,
ka stin et nkaq t roul egomnwnshne on

A noun is a sound, meaningful by convention, without [grammatical]
tense, of which no part separately is meaningful.

A verb is [a sound] signifying a tense besides; no part of it is mean-
ingful separately; it is always a sign of things said of something.

The more basic t s nm, -atoj, meaning sign, mark, token, appears in Homer
(Iliad, X.465—-468):

W ' f nhsenka p qgn y s’ eraj

qken n mr khnndelond/ p s m t’ ghke
summ ryaj d nakaj mr khj t’ righl aj zouj,
ml qiatij mteq ndi n ktamlainan

With these words, he took the spoils and set them upon a tamarisk
tree, and they make a mark at the place by pulling up reeds and
gathering boughs of tamarisk, that they might not miss it as they
came back through the fleeting hours of darkness.®

6With the help of the Liddell-Scott lexicon [§].
"The translation is adapted from Shorey’s [10].
8Text and Samuel Butler’s translation are from http://www.perseus.tufts.edu.



Chapter 2

Propositional model-theory

2.0 Propositional formulas

This chapter is inspired in part by Chang and Kiesler [2, § 1.2], who describe
the subject to be discussed here as ‘“toy” model theory’.

Usually, the term model-theory refers to first-order model-theory, because the
logic it uses is first-order logic. The notion of structure defined above in § 1.1
is the notion as used in first-order model-theory. A structure provides an inter-
pretation for certain symbols; also, as we shall see, a structure can be a model
for sets of sentences.

The concepts of structure, interpretation, model, and sentence, have analogues
in the simpler context of propositional logic. In this logic, a truth-assignment
will take the place of a structure. A truth-assignment will provide an interpreta-
tion for propositional formulas, and will serve as a model for sets of propositional
formulas.

Our official signature for propositional logic will be

{_ﬁ7ﬁ}7

although we may introduce other connectives as abbreviations. With the ele-
ments of our signature, along with parentheses, we shall build up propositional
formulas from a countably infinite set

v
of propositional variables. For us, this set will be

{Py : k € w};
however, we establish:

Notational Convention 2.0.1. Bold-face letters P, Q, and R, will stand for
members of the set V.

11

{ch:prop}

sect :prop-form
prop
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The set of propositional formulas will be called

PF;

3

we shall give a set-theoretic definition this set.
A formula is a certain string of symbols. A string is just a function on some n
in w. So, a string is just an n-tuple; but we shall generally write a string as

5081 Sn—1

instead of (sq, $1,...,8,—1). Each of the expressions sy, here stands for an entry
in the string. The length of the string is n: we may write

(sps1 -+ Sp—1) = n.

The string begins with so and ends with s,,_1. (The unique string of length 0
has no entries, and no beginning or ending.) If the string sgsy - - - $,—1 is in PF,
then each entry s; in the string will be:

(*) an element of the set V' of variables, or
(f) one of the connectives — and —, or
(1) one of the parentheses ( or ).

We shall want to refer to strings by single letters, such as A and B. As such,
these letters are strings of length 1; but they stand for strings of other lengths.
I am writing the letters in boldface as a reminder that they are not literally
strings of symbols in our propositional logic.! For the same reason, P, Q, and
R, are written in bold face; they are not variables in PF, but they stand for
variables.

For the moment, let .S be the set of all strings of entries from the set
VU{—>7—'7(,)}.
That is, let

S = U (V U {—’, ™ (7)})11

new
We shall define PF as a subset of S. To do so, we let U be the set of all subsets
N of S such that:

() each variable (considered as a string of length 1) is in N;
(f) if Aisin N, then —A is in N;
() if A and B are in N, then (A — B) isin N.

To put this another way,? for the moment, let f be the singulary operation such
that f(A) is the string —A, and let g be the binary operation such that g(A, B)
is the string (A — B), for all A and B in S. Then

U={EePS): VCEAVX (X e€E—- f(X)eE)A
AVXVY (X EEAY €2 —g(X,Y)€E)}.

1In technical terms, they are syntactical variables: they are certain symbols of the syntax
language. The latter is the language that we our using to talk about the object language,
which in this case is the language of propositional logic, which uses the symbols just listed
above. See [3, § §].

2And in a way that uses the formal symbolism of propositional and first-order logic!
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Now we can define
PF = [\U.

This is an inductive definition, as will be discussed further in the next section.
In particular, it means that every element of PF can be displayed as the ‘trunk’
or ‘root’ of a tree whose ‘leaves’ are variables:

Example 2.0.2. The string (Py — (=Py — P1)) belongs to PF, because it is
constructed from the variables Py and P; in a way permitted by the conditions
for being an element of PF. This is suggested by the following picture:

[Py — (=P — )|

One might draw this picture upside down:

[(Py — (=P — P1))]

Thus one can depict a formula as being built up from the variables, rather than
down from them. )

In this context, a tree is a set T equipped with a partial ordering < such that,
for each a in T, the set {x : © < a} is finite and is totally ordered by <. (Here
a partial ordering is just a reflexive, antisymmetric, and transitive relation. In
a more general definition of tree, each set {z : © < a} is only required to be
well-ordered by <; the set may be infinite.)

Exercises

(1) As in Example 2.0.2, draw trees for some formulas, such as
(x) (Po — (P1 — R)),
(1) (P = (Pr = P2)) = ((Fo — P1) — (P — P2))),
) (0P — ~P) — (P — R)).

(2) Show that the binary relation
{(A,B) € PF?: /n(A) < /n(B)}

on PF is a partial ordering R such that

{example:tree}



{exercise:sub-f}

{sect:induction}

{thm:induction}

14 CHAPTER 2. PROPOSITIONAL MODEL-THEORY

e A R-A,
e AR(A—B), and
e BR(A—B),

for all A and B in PF.

(3) The sub-formulas of a formula are the formulas that appear in the tree
for that formula. Give a precise definition of the notion of sub-formula:
that is, define a partial ordering < of PF such that A < B if and only if
A is a sub-formula of B. (Your answer may be that < is the intersection
of a family of partial orderings of PF.)

2.1 Induction

The definition of PF is inductive, because it makes the next theorem possible.
Recall that, to prove by induction that a certain set A of natural numbers
contains all natural numbers, one proves two things:
(*) that A contains 0, and
(f) that if A contains n, then A contains n + 1 (no matter which natural
number n is).

With the following theorem, a similar method will be available for showing that
a certain set of propositional formulas contains all propositional formulas. This
method can be called induction on (the complexity of) formulas. The
proof that the method works is almost immediate from the definition of PF:

Theorem 2.1.1 (Induction on Formulas). Suppose N is a set of propositional
formulas such that:

() each variable (considered as a string of length 1) is in N;

(t) if F is in N, then —F is in N;

(1) if F and G are in N, then (F — G) is in N.
Then N = PF.

Proof. Let N be as supposed. Then, in particular, N C PF. Moreover, N is a
member of the set I given in the definition of PF; so U C N. But PF = NU.
Therefore N C PF and PF C N; so N = PF. O

Notational Convention 2.1.2. Bold-face letters F, G, and H, (and variants
like F' and Gy,) will always stand for formulas (that is, elements of PF).

Suppose g : V — PF. Then g determines a certain function, to be denoted
F— F(g),

with domain PF. This function can be called substitution with respect to
g. The reason for the unusual way of denoting the function will become clear.
Suppose g(Px) is Gy, for each k in w. If exactly m entries in F are variables, so
that F' can be written as

. Pu...Pey. o P

1
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then the formula F(g) is
Gy Gy G

If the variables that appear in F belong to the set {Py,..., P,_1}, then F can
be denoted

F(POa s aPn—l)a
and F(g) can be denoted
F(Go,...,Gp-1).

It would be a tedious exercise, but a practicable one, to write down an expression
for the kth entry in F(Gy,...,G,_1), for arbitrary k. That F(Gy,...,G,_1)
is actually in PF is a consequence of the following:

Theorem 2.1.3. Let g : V — PF. Then the function F — F(g) on PF has
co-domain PF.

Proof. We use induction on formulas to prove
{F : F(g9) € PF} = PF.

The argument has three parts:
(*) By assumption, P(g), which is g(P), is in PF.

(t) Suppose F(g) is a formula H. Then substitution with respect to g in
—F results in —~H, which is in PF by definition (of PF).

(1) Suppose F(g) and G(g) are formulas H and H’ respectively. Then
(F — G)(g) is (H — H’), which again is in PF by definition.

This completes the induction and the proof. O

If the foregoing discussion of substitution seems too informal or imprecise, let
it be noted that the operation F — F(g) can be defined recursively, by means
of Theorem 2.2.5 below. However, substitution makes sense for sets of strings
that do not admit definition by recursion or even proof by induction.

Exercises

(1) Prove by induction that every formula has as many left as right parenthe-
ses.

(2) Prove by induction that an entry — is never preceded by a variable in any
formula.

(3) For each k in w, there is a function hjy from PF to w such that hy(F) is
the number of times that Py appears in F. Using this, find the length of
F(Gy,...,G,_1) in terms of /n(F) and the /n(Gy).

(4) Supposing F(Go,...,Gp_1) is S0S1 - - Sp—1, what is 57
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2.2 Recursion

Recall that functions from w into an arbitrary set B can be defined by recur-
sion: If

(*) c€ B, and
() f:B— B,
then there is exactly one function g from w to B such that
(*) g(0) =¢, and
(1) g(n+1) = f(g(n)) for all n in w.
That there is ezactly one such function g means:
(*) there is at most one such function, and
(f) there is at least one such function.

The first of these claims can be proved by induction; the second requires more.
Similarly, induction on formulas gives us the following:

Lemma 2.2.1. Suppose A is a set, and
(%) ho:V — A,
(t) hi1 is a singulary operation on A, and
(1) h2 a binary operation on A.
Then there is at most one function h on PF such that
(*) h agrees with hg on V;
(1) A(~F) = ha(h(F)), for all F;
1) h((F - GQ)) = ho(h(F),h(G)), for all F and G.

Proof. Suppose h' and h” are such functions h. Let D consist of those formulas
F such that #/(F) = h”(F). Then D contains the variables; and if D contains
F and G, then D contains —F and (F — G). By induction, D is PF, so
h=h". O

If there is a function h as described in the Lemma, then it is said to be defined
by recursion. To prove that recursively defined functions exist at all, we shall
use the following.

Lemma 2.2.2. Fvery formula in PF meets the following conditions:
(*) it has positive length;
) if it has length 1, then it is a variable;
1) if it has length greater than 1, then it begins with — or (;
) if it begins with —, then it is =F for some formula F;

9 if it begins with (, then it is (F — G) for some formulas F and G.
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Proof. We use induction on formulas. Let N be the subset of PF containing
every formula that meets the given conditions.

We first show that N contains the variables. Let P be a variable. Then P has
length 1, which is positive; so P meets the first two conditions. Since P does
not have length greater than 1, it trivially meets the third condition. Since P
begins with a variable, it does not begin with ( or —; hence P trivially meets
the remaining two conditions. Therefore P is in N.

Suppose N contains F. Then F has positive length, so —F is a formula that has
length greater than 1 and satisfies the five conditions. Hence —F is in N.

Suppose finally that N contains F and G. Then (F — G) is a formula that
meets the five conditions, so it is in N.

Hence N = PF by Theorem 2.1.1. O

So that we can talk clearly about formulas, we declare that:
() every formula —F is a negation;

(t) every formula (F — G) is an implication, with antecedent F and
consequent G.

The last lemma formalizes the straightforward observation that every formula
is a variable, a negation, or an implication, and is only one of these. To prove
that recursively defined functions on PF exist, we shall need to know that every
implication has a unique antecedent and consequent. To prove this, it will
be useful to have the following definitions. An initial segment of the string
S0S1 - -+ Sp—1 is one of the strings sgsj - - - sx—1, where k < n. This initial segment
is proper if k < n.

The proof of the following lemma requires strong induction on the lengths of
formulas. Recall that, to prove by strong induction that a subset A of w is
w, one proves that, for all n in w, if A contains every natural number that is
less than n, then A contains n.

Lemma 2.2.3. No proper initial segment of a formula is a formula.

Proof. Let N be the set of formulas of which no proper initial segment is a
formula. We shall prove by strong induction on the lengths of formulas that
N = PF. Suppose N contains all formulas shorter than a formula F. By
Lemma 2.2.2; we know that F is a variable P or a formula -G or (G — H).
The only proper initial segment of P is the empty string, which is not a formula.
Any proper initial segment of =G is =A for some proper initial segment A of
G; so A is not a formula, by our strong inductive hypothesis; hence —A is not
a formula, again by Lemma 2.2.2. Finally, say F is (G — H). Any initial
segment of F that is a formula is (G’ — H’) for some formulas G’ and H' (by
Lemma 2.2.2). Then one of G and G’ is an initial segment of the other. But
each one is shorter than F; so by strong inductive hypothesis, G and G’ are the
same formula. Then H’ is an initial segment of H; so these formulas must be
the same. Thus, in all cases, F is in N. By strong induction, N = PF. O

Theorem 2.2.4 (Unique Readability of Formulas). Fvery formula is a variable,
a negation, or an implication, but only one of these; and every implication has
a unique antecedent and consequent.

{lem:no-pis}

{thm:urf}
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Proof. We know the first part by Lemma 2.2.2. For the second part, suppose
(F — G) and (F/ — G’) are the same formula. Then one of F and F’ is an
initial segment of the other, so they are the same by Lemma 2.2.3; hence G and
G’ are the same. O

Now we can prove that recursively defined functions on PF exist. Note carefully
how the proof relies on the previous theorem.
Theorem 2.2.5 (Recursion on Formulas). Suppose A is a set, and
(%) hg:V — A,
() hi1 is a singulary operation on A, and
(1) h2 a binary operation on A.
Then there is a unique function h on PF such that
(*) h agrees with hg on V;
(1) h(=F) = hi(h(F)), for all F;
1) h((F - GQ)) = ho(h(F),h(G)), for all F and G.

Proof. By Lemma 2.2.1, we now need only prove that a function h does exist
as desired. Let U be the set of all subsets R of PF x A such that:

(x) (P,ho(P)) € R for all variables P;
(1) if (F,b) € R, then (=F, h1(b)) € R;
(1) if (F,b) € R and (G,c) € R, then (F — G), ha(b,c)) € R.

Let S =(U. Then S € U, so S has the properties desired of h, except perhaps
for being a function. To prove that S is a function on PF, let D be the set of
formulas F for which there is a unique b in A such that (F,b) € S. We proceed
again by induction on formulas:

(*) By its definition, S contains every ordered pair (P, ho(P)). If b
ho(P), then S\{(P,b)} € U, s0.S C S\{(P,b)}, which means (P,b) ¢
Hence P € D.

(t) Suppose F € D. Then (F,b) € S for some unique b. Hence S contains
(=F,h1(D)), but if ¢ # hi(b), then S\ {(-F,c)} € U, so (-F,c) ¢ S.
Therefore —-F € D.

(1) Suppose finally that F and G are in D, and (F,b) and (G, c) arein S.
By Theorem 2.2.4, if (F/ — G’') is the same formula as (F — G), then F’
is F, and G’ is G. Hence, if d # ha(b,¢), then S\ {(F — G),d)} € U, so
((F — G),d) ¢ S. Therefore (F — G) € D.

We can conclude that D = PF, so S is a function h as desired. O
Example 2.2.6. There is a unique singulary operation F — F* on PF such
that

(x) P* =P for each P;

(t) (-F)* = =G, where G is F*, for each formula F;

(1) (F— G)* = ~(G* — F*) for all formulas F and G.
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In the notation of the Recursion Theorem, F +— F* is the function A when hg
isidy, and hy is F +— —F, and hg is (F,G) — —(G — F). Hence, for example,

(P—(-Q—=R))"=~((-Q = R)" = P
~(-(R" = -Q") = P)

~(=(R —-Q) — P),

whereas (P — —-Q) — R)* is the formula -(R — -(—-Q — P)). °

The proof of the Recursion Theorem can be modified so as to yield the following
more general result. (The reader should check the details.)
Porism 2.2.7. Suppose
e ho:V — A,
e h1 :PFxA— A, and
e hy: (PF x A)? — A.
Then there is a unique function h on PF such that
(x) h agrees with hg on V;
(t) h(=F) = h1(F, h(F)) for all F;
(1) h((F — G)) = hao((F, h(F)), (G, h(G))) for all F and G.

We used Unique Readability (Theorem 2.2.4) to prove the Recursion Theo-
rem, 2.2.5; conversely, Unique Readability follows from Porism 2.2.7. Indeed,
using the notation of the Porism, let A be PF, let hg and h; be chosen arbitrarily,
and let ho be

((F,F),(G,G) — (F,G).

Let h be the function guaranteed by the Porism. Then h((F — G)) = (F, G).
Thus h selects, from an implication, its antecedent and consequent. Since h is
a function, the antecedent and consequent are unique.

Note well that the Recursion Theorem is not a consequence of the Induction
Theorem:

Example 2.2.8. Suppose we define PF without using parentheses. We shall
still be able to use induction, but if we are not careful, we shall not have defi-
nitions by recursion. Indeed, say we define nPF (for ‘not PF’) so that:

() each variable is in nPF;
(1) if A is in nPF, then so is —A;
(1) if A and B are in nPF, then so is A — B.

Then proof by induction in nPF is possible. However, suppose we try to define
a function f from nPF into PF so as to send every element of the former to its
‘equivalent’ in the latter:

(x) f(P)=P;
(1) f(=F) =~ f(F);
1) f(F = G) = (f(F) = f(G)).

{por:recursion}

{example:no-recursion}
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Then f(P — Q) = (P — Q) for all variables P and Q; but f(Py — P, — P,)
must be both (Py — (P, — P)) and ((Py — P1) — P»), which is absurd, since
these are different formulas, and f is a function.

A correct way to avoid using parentheses is to use Lukasiewicz- or Polish nota-
tion, writing — F G instead of (F — G). Details are left to the reader. See
also § 2.4 below. .

Exercises

(1) Give a recursive definition of the set of sub-formulas of a formula. (See
§ 2.0, Exercise 3.)

(2) Prove Porism 2.2.7.

(3) Prove the Recursion Theorem, 2.2.5, in case all formulas are written in
Lukasiewicz-notation (see Example 2.2.8).

2.3 Syntactic entailment

Now suppose X is a subset of PF. We shall define, on PF| a singulary relation
called syntactic entailment by . We shall denote the relation by

k.
If F satisfies the relation, we shall write
Y+ F.
This can be read as ¥ syntactically entails F, or F is a syntactic conse-
quence of X. The relation is defined by the following conditions:
) X (F— (G —F));
(1) X+ ((F = (G — H)) = (F — G) — (F — H)));
#) XF ((5F = 2G) = (G — F));
(§) f F € ¥, then ¥+ F;
() fXFF, and ¥ F (F - G), then ¥ - G.

Thus the set of syntactic consequences of ¥ is defined inductively; that is, a
claim analogous to Theorem 2.1.1 can be proved (just as easily). Looking ahead
to their semantics, we can name the three families of formulas just given:

(x) (F — (G — F)) is Affirmation of the Consequent;
t) (F - (G —-H)) - ((F - G) — (F - H))) is Self-Distribution of
Implication;

1) (-F - -G) — (G — F)) is Contraposition.
Every such formula will be called an Axiom. The rule that ¥ - G, if X F F
and ¥ F (F — G), is the Rule of Detachment (or Modus Ponens); in
particular, G can be ‘detached’ from (F — G) by means of F. So the set of
syntactic consequences of ¥ is the smallest set of formulas that contains the

elements of ¥ and the Axioms and is closed under application of the Rule of
Detachment.
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Lemma 2.3.1. If X FF, and X C T, then TFH F.
Proof. Immediate.? O

Syntactic entailment of a formula is established fundamentally by the presence
of the formula at the root of an appropriate tree; but the essential information in
such a tree can be expressed as a deduction or formal proof. First, an example
of a syntactic entailment:

Lemma 2.3.2. g+ (F — F).

Proof. We have the following sequence of observations:
(1) o+ (F— (F — F) — F)) [by Affirmation of the Consequent|;

2) o F (F—(F—=F)—=F)—(F—(F —=F)—(F—F) Dby
Self-Distribution of Implication];

3) o (F— (F—F)) — (F—F)) [by Detachment from (2) by (1)];
(4) o+ (F — (F — F)) [by Affirmation of the Consequent];
(5) @+ (F — F) [by Detachment from (3) by (4)].

This completes the proof. O

By the last two lemmas, we have ¥ - (F — F) always.

The preceding proof can be written as a tree, thus:

((F— (F—F)—F) — ((F— (F—F)) - (F~F)))]

[(F—~(F—F)— (F—F))]

Stripped further of explanatory details, the proof can be written as the follow-
ing string of length 5 (the entries of the string are themselves strings, namely,
formulas):

(F—((F—F)—F)), (2.1)
(F—=(F—=F)—F) = (F—(F—-F)—(F—-F)), (2.2)
(F — (F = F)) = (F - F)), (2.3)

(F— (F—F)), (2.4)

(F — F). (2.5)

This string is a deduction of (F — F) from & (or any other set of formulas).

3For the typographically minded: The letter T in the statement of the theorem is a Greek
capital tau, in upright font, rather than a Latin 7', in italic font.

{lem:FtoF}
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By definition, a (formal) proof or deduction of H from ¥ is a string of
formulas, ending with H, such that each entry G in the string

(%) is an Axiom, or
(1) is an element of X, or

(1) is preceded (somewhere in the string) by formulas F and (F — G).

Lemma 2.3.3. Every initial segment of a formal proof from a set of formulas
is itself a formal proof from that set.

Proof. Immediate. O

Theorem 2.3.4. A formula G has a formal proof from ¥ if and only if ¥ + G.

Proof. By strong induction on the lengths of formal proofs, we first show that
every formula with a formal proof from ¥ is a syntactic consequence of .
Suppose the claim is true for all formulas with proofs of length less than n, and
now G has a formal proof of length n. If G is an Axiom or an element of ¥, then
¥+ G. If, in its proof, G is preceded by F and (F — G), then, by inductive
hypothesis and Lemma 2.3.3, ¥ F F and X F (F — G), hence X - G. Hence
¥ H for all formulas H that are formally provable from X.

We prove the converse by induction on syntactic consequences. Every Axiom,
and every element of X, is a formal proof of itself from ¥. Suppose F has formal
proof A, and (F — G) has formal proof B, from ¥. Then A B G is a formal
proof of G from X. Hence every syntactic consequence of ¥ is formally provable
from it. O

Establishing syntactic entailment by means of the original definition or by formal
proof is usually quite tedious. We shall develop short-cuts. First, let us develop
a simpler notation for formulas, in the next section.

2.4 Notation

We have chosen a signature for our propositional formulas, namely {—,—}.
We have also chosen a ‘style’ of notation, namely infix notation. There are
alternatives (as mentioned in Example 2.2.8).

What we are calling syntactic consequence seems to have its origin in the Be-
griffsschrift [15] of Gottlob Frege, published in 1879. (The title can be rendered
as ‘ideography’ or ‘concept writing’). In Frege’s work, what we call formulas
appear not as strings, but as two-dimensional figures. For example, our three
Axioms correspond to Frege’s Judgments (1), (2), and—almost—(28); he writes
them as follows:

T E P T E
- Ty N
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This style of writing formulas never caught on, except in the following sense:
To assert a judgment whose content is A, Frege writes

—24

The vertical bar here is the judgment stroke, while the horizontal is merely
the content stroke. Frege’s notation appears to be the origin of our own
symbol .

I propose to modify our own style of writing parentheses by removing excess
parentheses. When this is done, for example, our three Axioms become

F—-G-—F,
F—-G—-H)—-F—-G)—-F->H,
(—\F—>—\G)—>G—>F,

In this abbreviated system, we can again define formulas inductively, albeit in

a more complicated way. The set of these formulas can be called PF’. Every
formula in PF’ will be a variable, a negation, or an implication. Then:

(¥) V is the set of variables in PF’.

()
(f) If F is an implication in PF’, then —(F) is a negation in PF.
(8)

§

If F is a variable or a negation in PF’, then —F is a negation in PF’.

If F is a variable or a negation in PF’, and G is in PF’, then F — G is
an implication in PF’.

() If F is an implication in PF’, and G is in PF’, then (F) — G is an

implication in PF’.

Thus, no formula by itself will be enclosed in parentheses; but an implication
must be so enclosed when it is negated or used as the antecedent of another
implication. It is left to the reader to formulate PF’ as an intersection of sets,
so that the analogue of Theorem 2.1.1 follows. Written as a string of elements
of PF', the deduction given earlier as Lines (2.1-2.5) becomes

F—-(F—>F)—>F,
(F—-F—-F)—-F—F,
F—-F—F,
F-—-F.
It is also left to the reader to formulate and prove an analogue of Theorem 2.2.5,
so that the following can then be proved:
Theorem 2.4.1. There is a unique bijection F — F from PF to PF’ such that
() P =P for all variables P;

() F = —F, if F' is a variable or negation;
—=(F), if F is an implication;

F -G, if ¥ is a variable or negation;

(F) — G, if F is an implication.

1) (F—>G)={

{thm:simpler}
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The inverse of this map is a function F +— F from PF’ to PF such that
(x) P =P for all variables P;

() -F = -F;

(1) ~(F) = -F;

6 F-G=(F—-G)
() F)—-G=F—-G)

Proof. In the notation of Porism 2.2.7, let A be the set of strings of the symbols
in VU{—,—,(,)}, let ho be the inclusion of V in A, and let

hi(F, A) = —A, if F is a variable or negation;
nEe —(A), if F is an implication;

A — B, if F is a variable or negation;

hg((F, A)7 (GvB)) = {

(A) — B, if F is an implication.

Then the function from PF to PF’ exists uniquely as desired, by the Porism.
This function is bijective, with inverse as claimed (details are left to the reader).
O

Exercises

(1) Give a precise definition of PF’. (One way to proceed might be as follows:
Let S be as defined on p. 12, and let &/ comprise the subsets N of S x 2
such that

(+) (P,0) € N
(1) if (A,0) € N, then (-A,0) €

(1) if (A,1) € N, then (=(A),0) € N

(§) if (F,0) € N, and (G,e) € N, then (F — G,1) € N;
(1) if (F,1) € N, and (G,e) € N, then ((F) - G,1) e N
Now extract PF'.)

(2) Complete the proof of Theorem 2.4.1.

2.5 Theorems

Henceforth, let us write propositional formulas in the style of PF’ established
in the previous section.

A syntactical consequence of @ can be called a Theorem. To express that a
formula is a Theorem, we can write

|_
in front of it, instead of @ I . Thus, by Lemma 2.3.2, we have
FF—F.

As promised at the end of § 2.3, we now start to develop more efficient methods
of establishing Theorems and other instances of syntactic entailment.
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Theorem 2.5.1 (Deduction). X+ F - G < T U{F}F G.

Proof. The easy direction is (=), which is left to the reader. The other direction
uses strong induction on the lengths of formal proofs.

Suppose X U {F} F G, so that, by Theorem 2.3.4, there is a formal proof of G
from ¥ U {F}. With respect to this proof, there are three possibilities for G:

If G is an Axiom, or is one of the formulas in ¥, then X + G; but G - F — G
is an Axiom in any case, so also ¥ F G — F — G; hence ¥ v F — G by
Detachment.

If G is F, then - F — G by Lemma 2.3.2, so ¥+ F — G by Lemma 2.3.1.

Finally, suppose that, in its formal proof, G is preceded by H and H — G. If
>FF—->Hand ¥+ F —- H — G, then by Self-Distributivity of Implication,
and the Rule of Detachment, ¥ F F — G, and we are done. Thus, if 3 does not
syntactically entail F — G, then it also fails to entail F - H — G or F — H.
But each of the formulas H — G and H has a shorter proof from ¥ U {F} than
G does, by Lemma 2.3.3. By strong induction, we are done. [l

Lemma 2.5.2. The following formulas are Theorems:

() -G —-G—F;

) ~F — B,
i) F — —|—|F’
) (F—>G)—>—|G—>—|F!

9 F—--G—--F—-G).
) (F—G)—(-F—-G)—G.

Proof. The following is a formal proof from —G:

So -G F G — F. By the Deduction Theorem, H -G — G — F.

As a special case of what we have just shown, we have -—F + -F — ———F.
From Contraposition, we get =—F = ——=F — F; then, by both directions of the
Deduction Theorem, we get =—F F F, then - =——F — F.

The remaining parts are left to the reader. O

Exercises

(1) Prove the easy direction of the Deduction Theorem, 2.5.1, and supply
missing details of the proof of the other direction.

(2) Prove the remainder of Lemma 2.5.2.

{lem:several}

{item:
{item:
{item:
{item:
{item:

{item:

contrad}
double-neg}
other-way}
other-contrap}
imp}

two-cases}
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2.6 Logical entailment

A truth-assignment is a function from V to 2. Let £ be such a function.
It determines a substitution F +— F(g) as in § 2.1, although 0 and 1 are not
formulas in PF. By recursion, the truth-assignment e uniquely determines a
function F — F(¢) as follows (where 4+ and - are as in Fa):

e(P), if Fis P;
F(e) = { 1+ G(e), if Fis -G;

1+ G(e)+ G(e)-H(e), ifFisG— H.
A formula F can be called n-ary if each variable that is an entry in F be-
longs to the set {P; : k < n}. In this case, F(¢) depends only on the n-tuple
(e(Po),.-.,e(Py=1)). (This is obvious, but can be confirmed by induction on
formulas.) Denoting this n-tuple more briefly by €, we may write

~

F(e)

instead of F(¢). We may then refer to € as an n-ary truth-assignment. The

-~
—

number F(€) is the truth-value of F with respect to ¢ or €. In particular, F
is true in ¢ (or €) if F(¢) = 1; otherwise, F is false in «.

The truth-values of F with respect to all truth-assignments can be given in a
truth-table with 2" rows.

The following may seem obvious, once it is understood:

Theorem 2.6.1 (Associativity). Suppose F is an n-ary formula, and H is a

formula F(Gy,...,Gy,—1), and € and f are truth-assignments (of appropriate
arity) such that

for each k in n. Then R
F(f)=H(e).

Proof. We use induction on F. If F is a variable, then it is Py for some k in n,
so H is Gg, and

H(?) = Gi(@) = fr = Bu() = (/).

Suppose the claim is true when F is Fy or F;1. If now F is —-F, then H is
-Fo(Go,...,Gp_1), which we can write as =Hy, so that

H(e) = 1+ Hy(€)
=1+Fo(f) [by inductive hypothesis]
=F(f).
The remaining case, where F is (Fo — F1), is left to the reader. O

In the present context, we can think of truth as a relation from 2V to PF,
namely the relation

{(¢,X) €2V xPF: X(¢) =1}

{sect:logical}
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We may denote this relation by
E.

Hence, instead of f‘(s) =1, we may write
eEF.
The complement of the truth-relation can be denoted
E.
Hence we can express a fundamental fact as follows:
Lemma 2.6.2. For all truth-assignments € and formulas F, we have
eEF << cF F;

likewise,
eFF < ek -F.
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2.7)

(2.8)

Proof. Suppose ¢ € 2. Thene=1 <= e¢#0 <= e+ 1=0. Let G be —F.

Then
eEF

= =)

+ o
— = =

o

— =

[

o

RN

Q)
OGO

e G
<— ¢ F F.

The other equivalence follows immediately.

From the truth-relation, we obtain three new functions, as follows.

(*) A model of a set of formulas is a truth-assignment in which every element

of the set is true. If 3 is a set of formulas, let
Mod(X)
be the set of its models. This is the set
() {ce2v ¢ X}

Xex

We now have a function = — Mod(Z) from P(PF) to P(2").

(t) The theory of a set of truth-assignments is the set of formulas that are
true in all of the truth-assignments. If A is a set of truth-assignments, let

Th(A)
be its theory. This is the set

(J{X ePF:¢F X}
£eA

So we have a function = — Th(Z) from P(2") to P(PF).

{lem:tf}
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{thm:closure}
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(1) The logical consequences of a set of formulas are the formulas that are
true in every model of the original set. The logical consequences of X
compose a set

Con(X).
This is the set (ecppoa(m){X € PF : £ F X}, which is

Th(Mod(%)).

So we have a singulary operation = — Con(Z) on P(PF).
We shall not study the operation = — Mod(Th(Z)) on P(2").

If T is a set of formulas that is the theory of some set of truth-assignments,
then T can be called a theory, simply.

If F is a logical consequence of ¥, we may say also that X logically entails F.
So we have several ways of saying the same thing:

(¥) F is a logical consequence of ¥;
(1) X logically entails F;
(1) F € Con(X).

A fourth way is ¥ E F; but I shall avoid this notation, lest it be confused with
the notation introduced on Line (2.6), which has a different meaning.

The logical consequences of @ are called tautologies; these are the formulas
that are true in every truth-assignment.

Note well that the definition of logical entailment is not inductive: there is (at
the moment) no obvious way to prove by induction that a given set of formulas
contains all logical consequences of ¥ (or even all tautologies).

Lemma 2.6.3. The operations Z — Mod(Z) and E — Th(E) are inclusion-
reversing, that is,

() XCT = Mod(T) C Mod(X), and

(1) AC B = Th(B) C Th(A),

for all sets ¥ and T of formulas, and all sets A and B of truth-assignments.

Proof. This is a purely set-theoretic fact, as the reader should check. O

Theorem 2.6.4. Let ¥ and T be subsets of PF.
(%) ¥ C Con(X).
(t) If ¥ C T, then Con(X) C Con(T).
(1) Con(Con(X)) = Con(X).

Proof. In a model of X, every element of ¥ is true by definition. This proves
the first claim.

For the second claim, use Lemma 2.6.3 twice.

For the last claim, we have Con(X) C Con(Con(X)) by the first claim. Suppose
now F € Con(Con(X)), and ¢ is a model of ¥. Then ¢ is a model of Con(X), so
¢ EF. Thus F € Con(Y). O
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Exercises

1) Complete the proof of Theorem 2.6.1.

2) Use Lemma 2.6.2 to show e F F <— ¢ F ——F.

3) Prove Lemma 2.6.3.

5) Can you find a formula F such that Con({F}) = PF?

(1)

(2)

(3)

(4) Prove that X is a theory if and only if Con(X) = 3.
(5)

(6) Can you find a formula G such that Con({G}) = &7
(7)

7) Suppose H € Con({F — G}). Does it follow that H is a logical conse-
quence of —F or of G?

(8) Suppose H logically entails either —=F or G; does it entail F — G?
(9) If H € Con({-F}) U Con({G}), must H € Con({F — G})?

{exercise:caps}

11) Show that Mod(|J;c; Xi) = ;e Mod(%;).

{exercise:cups}

)
)
10) If H € Con({—-F}) N Con({G}), must H € Con({F — G})?
)
12) Show that Mod({F}) UMod({G}) = Mod({-F — G}).

)

(
(
(
(13) Show that Mod({F})® = Mod({-F}).

2.7 Compactness

A set of formulas with a model can be called satisfiable. {lem:sat}

Lemma 2.7.1. X logically entails F if and only if ¥ U {=F} is not satisfiable.

Proof. Suppose X does not logically entail F. Then Y has a model € in which
F is false. Hence € F =F by Lemma 2.6.2, (2.8), so ¢ is a model of ¥ U {-F}.

Suppose conversely that X U {=F} has a model. Then F is false in this model,
again by Lemma 2.6.2, (2.8), so F is not a logical consequence of 3. O

A set of formulas whose every finite subset has a model can be called finitely
satisfiable.

Lemma 2.7.2. If ¥ is finitely satisfiable, then the same is true of ¥ U {F} or
YU {-F}.

Proof. Suppose neither X U{F} nor XU {—F} is finitely satisfiable. Then X has
finite subsets Ty and T; such that neither ToU{F} nor T; U{-F} is satisfiable.
Then also To U {——F} is not satisfiable (why?); hence —=F € Con(Ty) and
F € Con(T;), by Lemma 2.7.1. Therefore, every model € of Ty U T is a model
of Tg and T; (by Lemma 2.6.3), hence ¢ is a model of {F,—=F}. There can be
no such models € (why not?); so To U Ty is not satisfiable. But this is a finite
subset of ¥; hence X is not finitely satisfiable. O



{example: compactness}

{cor:finitary}
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Theorem 2.7.3 (Compactness). Every finitely satisfiable set of formulas is
satisfiable.

Proof. Let ¥ be finitely satisfiable. By strong recursion, we first define a func-
tion n +— F,, from w into PF. Suppose {F} : k < n} has been defined. We then
let F,, be P, if XU {Fy : k <n}U{P,} is finitely satisfiable; otherwise, F,, is
—P,. This completes the recursive definition.

We now observe by induction that every set ¥ U {Fy : k < n} is finitely satisfi-
able. Indeed, it is true by assumption when n = 0; and if it is true when n = m,
then it is true when n = m + 1, by the last lemma and the definition of the F.

Every finite subset of XU {F, : k € w} is a finite subset of Z U {F} : k < n} for
some n. We have just seen that XU {F}, : k < n} is finitely satisfiable; therefore
the whole set X U {F}, : k € w} is finitely satisfiable.

Now let € be the truth-assignment given by

1, if Fk = Pk;
P = 2.9
£(B) {0, if Fy = —Py. (29)

This is a model of ¥. Indeed, suppose G € ¥. Then G is n-ary for some n.
The finite set {G} U {F}\ : kK < n} has a model {. In particular, { must agree
with € on {Py : k < n} (why?); so € F G. O

There are sets X of formulas such that every finite subset of ¥ has a model that
is not a model of ¥ itself.

Example 2.7.4. Let X,, comprise the formulas
Po— P — - — P,

where k < n. So Xy is empty, and X1 = { Py}, and we have a chain
YogC ¥ C¥pC-en

Let ¥ = {J,,c, Xn- Then every finite subset of ¥ is a subset of some X,,. Let ¢,
be the truth-assignment such that

en(Pr) =1 < k<n.

Then ¢, is a model of ¥,,, but not of ¥,,41 (why?), hence not of X. °

If a set A is a finite subset of a set B, we may denote this by
ACt B.
Now one consequence of the Compactness Theorem can be expressed as follows:

Corollary 2.7.5. Con(X) = U Con(2).

=CY
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Proof. By Theorem 2.6.4, it is enough to show that

Con(X) C U Con(E).

2CeY

Suppose F is not a member of the union. Then, for each finite subset T of 3,
the set Con(T) does not contain F, and so the set T U {-F} is satisfiable, by
Lemma 2.7.1. This means ¥ U {—F} is finitely satisfiable; so it is satisfiable, by
the Compactness Theorem. Therefore =F ¢ Con(X), again by Lemma 2.7.1. O

Exercises

(1) If TU{F} is not satisfiable, why is T U {—~—F} not satisfiable?
(2) Why has the set {F,—F} no models?

(3) In the proof of the Compactness Theorem, why does ( agree with £ on
{Pk k< n}7

(4) In Example 2.7.4, prove by induction that ¢,, € Mod(%,,) ~ Mod(Z,+1).

(5) Suppose I is a set, and there is a function ¢ — F; from I into PF, such
that
JMod({F;}) =2".
icl

Prove that I has a finite subset J such that J;.; Mod({F;}) =2".

2.8 Generalizations

The concepts of the previous section are instances of more general concepts.

For an arbitrary set Q, a singulary operation X +— cl(X) on P(f2) is called a
closure-operator on ) if it is:

(%) increasing (that is, A C cl(A4) for all subsets A of Q);
(t) monotone (that is, cl(4) C cl(B) whenever A C B C Q); and
(1) idempotent (that is, cl(cl(A)) = cl(A) for all A in P(Q)).

The terminology is potentially confusing: a closure-operator on {2 is an operation
on P(Q) (not on ).

The closure-operator X — cl(X) is called finitary if

d(4) = J d(x)

XC¢A
for all A in P(Q).

Examples 2.8.1.

(1) If Q is a topological space, the function taking a subset of € to its
topological closure is a closure-operator on € (usually not finitary).
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(2) If G is a group, the function X +— (X) taking a subset of G to the
group that it generates is a finitary closure-operator on G.

(3) On PF, the function Z +— Con(Z) is a closure-operator, by Theo-
rem 2.6.4; it is finitary, by Corollary 2.7.5.

(4) On any set, the identity-function X — X is trivially a finitary closure-
operator. °

Closure-operators can arise from a Galois correspondence between two sets.
Suppose A and B are sets, and R is a relation from A to B. If C C A, and
D C B, let

C'= ﬂ{yGB:ny}z{yeB:Vx(xeCeny)}
zeC

D = ﬂ{xeA:ny}z{xEA:Vy(yeD—m;Ry)},
yeD

So we have functions X — X' from P(A) to P(B), and from P(B) to P(A).
These functions are inclusion-reversing; so the functions X — X’ are inclusion-
preserving (monotone). Moreover,

C"={zreA:Vy(yeC —zRy)}
={xe€eA:Vy(Vz(2€C—2zRy)—z Ry)},
so C C C”; similarly, D C D”. Replacing C with D’, we get D’ C D"’; but
since D C D", we get also D" C D’; thus, D’ = D’’. Similarly, ¢/ = C"".
Therefore the functions X +— X" are closure-operators on A and B. Also,
the functions X — X' are bijections—each the inverse of the other—between

{X’: X C B} and {X': X C A}; the existence of such functions is a Galois
correspondence.

Exercises 11 and 12 in § 2.6 show that the sets Mod(X) are the closed sets in
a topology on 2V. Then the Compactness Theorem can be understood as the
topological statement that this topology is compact.

2.9 Completeness

An arbitrary singulary operation = — II(Z) on P(PF) can be called
() sound, if always II(3) C Con(X);
(t) complete, if always Con(X) C II(X).

We shall show that logical entailment is the same relation as syntactic entail-
ment; that is, the operation

E— {XePF:E+F X}
on P(PF) is sound and complete.

Theorem 2.9.1 (Soundness). If ¥+ F, then F € Con(X).
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Proof. We use induction on the set of syntactic consequences of ¥ to show that
it is a subset of Con(X). All axioms are tautologies; hence they are logical
consequences of ¥ by Theorem 2.6.4. By the same theorem, all elements of
Y are logical consequences of Y. Finally, suppose F and F — G are logical
consequences of ¥, and ¢ is a model of ¥. Then F(g) = 1. Also, writing H for
F — G, we have

1=H(E)=1+F@E)+F@E)-GE)=1+1+1-G(e) = G(e),

so € E G. This completes the induction and the proof. |

Proving completeness will take more work.*

Lemma 2.9.2. Suppose € is an n-ary truth-assignment, and suppose ¥ is a set
Py, ifer=1;
—|Pk, Zf € = 0.

of formulas that, for each k in n, contains Then

Y+ F

F if F(e) = 1;
for all n-ary formulas ¥, where F’ is the formula ’ Zf A(i) ’
-F, ifF(@)=0.

P if e, = 1;
B BT uppose {P) k< n} C X
—\Pk, lf € = 0
Let F/ be defined as in the statement of the theorem. We proceed by induction

on n-ary formulas.

If F is a variable Py, where k < n, then F’ is P}, which is in 3, so ¥ - F.

Proof. When k < n, let P} =

Suppose X F G’, and F is =G. There are two cases to consider.
(x) If F(¢) = 1, then G(¢) = 0, so F/ is F, but G’ is =G, which is F, that
is, F'.
(1) If F(€) = 0, then G(€) = 1, so G’ is G, but F’ is —F, which is -—G,
that is, =—G’.

In either case, we have F G’ — F’/, by Lemmas 2.3.2 and 2.5.2; hence © + F’
by inductive hypothesis and Detachment.

Suppose finally that ¥ -+ G’ and ¥ + H’, and F is G — H. There are three
cases to consider:

(+) G(@) =0;
() H(e) = 1;
(1) G(€) =1 and H(e) = 0.
Details are left to the reader. This completes the proof. O

Theorem 2.9.3 (Completeness). If F € Con(X), then X+ F.

4The following lemma corresponds to one found in Church [3, *151, p. 98]; the origin is
not clear.

{lem:eval}
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Proof. Suppose F € Con(X). By Compactness (rather, Corollary 2.7.5), ¥ has
a finite subset T such that F € Con(X). Write T as {Fo,...,Fp,_1}, and F as
F,,. Then the formula

FO_>"'_>Fm

is a tautology (the proof of this is left to the reader). Call this tautology G,
and suppose it is n-ary. We shall show by induction on n that G is a Theorem.

Let P} € {Py, Py} for each k in n. By the previous lemma, we have
P,....P._ I G. (2.10)

If n = 0, we are done. (However, there are no nullary formulas.) Suppose that G
is a Theorem under the assumption that n = ¢; but now suppose n = ¢+1. From
Entailment (2.10) in this case, by the Deduction Theorem (2.5.1), remembering
that P} can be either Py or =Py, we have

P,....P, ,F P —G,
P,....P, - -P,—G.

soP{...,P,_; F G by Lemma 2.5.2. By inductive hypothesis, G is a Theorem.
[l

Exercises

(1) Complete the proof of Lemma 2.9.2.

(2) Prove by induction that, if F,,, € Con({Fo,...,F,_1}), then the formula
Fo — ---— F,, is a tautology.



Chapter 3

First-order logic

Recall from § 1.1 the definitions and examples involving structures; these are
the kinds of structures that we shall now be dealing with.

Throughout this chapter, we shall let 2 stand for an arbitrary structure; its
signature will be £. So 2 has universe A, which is just a non-empty set. We
shall use ¢, R and f to stand for arbitrary constants, predicates and relations
of L, respectively. We shall use n for the arity of R and f.

Instead of propositional variables, we shall use a set of individual variables,

namely
{z : k € w}.

The structure 2, as such, comes equipped with the operations f% and the
relations R®. We can combine these, in the ways to be described below, so as
to obtain new operations and relations. These new operations and relations will
be symbolized by certain strings:

(*) operations will be symbolized by terms;

(1) relations will be symbolized by formulas.

3.1 Terms

If k < n, then there is an n-ary operation
ar— ag (3.1)

on A. This operation is projection onto the kth coordinate.

Each element b in A determines, for each positive n, the constant n-ary operation
avr—b. (3.2)

If b is ¢®, then we have the n-ary operation @ — c%.

More generally, if « is an n-ary operation on A, then there is an (n + k)-ary
operation on A, namely
(Z,7) — a(F).

35
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All operations on A can be composed with one another: If « is an n-ary opera-
tion on A, and (B : k < n) is an n-tuple of

, and with projections, to give other operations on A. The terms of £ symbolize
these possibilities. The symbols used in terms of £ are:

(*) the function-symbols f of L;
(t) the constants c of L;

(1) (individual) variables, say from the set {z) : k € w}; these will sym-
bolize the projections.

Then the terms of £ are defined inductively thus:
() Each individual variable is a term of L.
(f) Each constant in £ is a term of L.

(1) If f is an n-ary function-symbol of £, and tg, ..., t,—1 are terms of L,
then the string

fto- fnaa

is a term of £. (This is not generally a string of length n + 1; it is a string
whose length is 1 more than the sum of the lengths of the strings ¢5. If f
is binary, then we may unofficially write the term as (to f ¢1) instead of
ftot1.)

Let the set of terms of £ be denoted

As in propositional logic, so here, definition by recursion is possible, because of
the following:

Theorem 3.1.1 (Unique Readability). Fvery term of £ is uniquely

for some n in w, some terms ti of L (if n # 0), and some s in L. If n # 0,
then s is an n-ary function-symbol of L; if n = 0, then s is a constant of L or
a variable.

Proof. Exercise. (The proof can be developed as for [a Theorem].) O

Note well that, by our definition, none of the symbols used in terms is a bracket.
If the variables in a term ¢ come from {zj : k¥ < n}, then ¢ is n-ary; the set of
n-ary terms of £ can be denoted
Tm} .

Note then

Tm%ng};ng%g--- .
An n-ary term t of £ determines an n-ary operation t* on A. The formal
definition is recursive:

() x* is @ — ay, if k <n (as in (3.1)).
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(f) ™ is @ +— c* (as in (3.2); here c is understood respectively as term and
constant).

(5) (fto-+tn-1) is
ar— At (@),. .. th_12(@)),

that is, f% o (to®, ..., tk_12).

We have just extended the interpretation-function J of 20 so as to include a
function
t— t%: Tm — A4" (3.3)

If t € Tm%, then t* = {(0,a)} for some a in A; but (as in ch. 1) we can then
identify t* with a, and we can call ¢ a constant term.

Suppose £ C £'. An expansion of 2 to £’ is a structure 2’ whose signature is
L', and whose universe is A, such that

for all s in £. Then 2 is the reduct of 2’ to L.

Example 3.1.2. The ring (Z,+,—,-,0, 1) is an expansion of the abelian group
(Z,+,—,0); the latter is a reduct of the former. °

We can treat the elements of A as new constants (not belonging to £); adding
these to L gives the signature £(A). Then 2 has a natural expansion 2 4 to this
signature, so that

Aa

a =a

for all @ in A. (Some writers prefer to define £(A4) as LU{c, : a € A}, and then

to define c,*4 = a.)

In fact, when it comes to interpreting terms (and, later, formulas), we always
treat 2 as if it were A4. This means that every n-ary term t of £(A) has an

interpretation t® in 2 according to the definition above, provided we understand

a® as a itself when a € A. In other contexts, however, it will be important to

distinguish clearly between 2 and A 4. We shall also want to speak of expansions
Ax of A, where X is an arbitrary subset of A.

If ¢ is an n-ary term of £ (or £(A)), and @ € A™, then the result of replacing
each xy in t with ay, for each k in n, can be written
t(a);
this is a constant term of £(A). For a recursive definition, we have that ¢(@) is:
(%) ag, if t is xy;
(t) ¢, if tis ¢
(i) fto(c_i) cee tk,1(6)7 if ¢ is fto ce fkfl.

Thus we have defined a function

t—t(@): Tmy — Tm%(A) . (3.4)
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The tuple @ also determines the function
gr— g(@): A" — A (3.5)
We now have several functions, in (3.3), (3.4) and (3.5), fitting together into a
square:
Tmz L) Tmoﬁ(A)
)| s

A —— A

a
It doesn’t matter which way you go around:

Lemma 3.1.3. t*(a@) = t(a@)®4 for all n-ary terms of L, all L-structures %A,
and all n-tuples @ from A.

Proof. The claim is perhaps obvious; but there is a proof by induction:
If t is a2y, then t*(@) = ax, and (@)% = ax™4 = ay.
If t is ¢, then t*(@) = c*, while t(@)%4 = ¥4 = %,

Finally, if the claim holds when ¢ is any of terms ¢;, and now t is ftg--- fr—1,
then we have

(@) = fHt™(@),. .., te—1*(@))
—fm(o(ﬁ) At (@))
= (fto(@) -~ - tr- 1( )%
= t(a)™
This completes the induction. [l

As an exercise, you can give a recursive definition of
t(uo, ey un,l),

where ¢ is an m-ary term, and the wuj are terms. What is the arity of the
resulting term? Show that

t(UQ, e ,un,l)m((i) = th(uOQl(&')’ ey un,lm((i)).
Note then that, if ¢ is n-ary, then ¢ is precisely the term denoted

t(x(), ceey ﬂjn_l).

Example 3.1.4. Let £ be the signature of rings (with identity), and let 2 be
Z (or Q or R or C or some other infinite integral domain or field). If ¢ is a term
of L(A), then t* is a polynomial over A. What if 2 is finite, say the 2-element
field Fo? In that case, if ¢ is xg - (zo + 1) or 0, then t*(a) = 0 for all a in A.
However, zp - (g + 1) and 0 do not represent the same polynomial, since they
have different interpretations in fields (like F4) that properly include Fo. (Here,
F,4 can be defined as Fo[X]/(X2%+1).) .
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3.2 Formulas

As terms symbolize operations, so formulas will symbolize relations. Each for-
mula ¢ of £ will have an interpretation p* that is a relation on A. When this
relation is nullary and is in fact {@}, that is, 1, then ¢ will be called true in 2,
and we shall write

AE .
Conversely, it is possible to define truth in structures first, and then interpreta-
tions. We shall look at both approaches.

So-called polynomial equations are examples of atomic formulas, which are the
first kinds of formulas to be defined. From these, we shall define open formulas,
and then arbitrary formulas.

Atomic formulas and their interpretations

The atomic formulas of £ are of two kinds:

(x) If top and t; are terms of £, then ¢y = ¢; is an atomic formula of £. (Some
writers prefer to use a symbol like = instead of =.)

(t) If R is an n-ary predicate of £, and tg, ..., t,—1 are terms of £, then
Rty - -tn,—1 is an atomic formula of £. (If R is binary, then we may
unofficially write (¢t R t1) instead of Rtgt1.)

An atomic formula « can be called k-ary if the terms it is made from are k-ary.

A polynomial equation in two variables over R has a solution-set, which can
be considered as the interpretation of the equation. Likewise, arbitrary atomic
formulas have solution-sets, which are their interpretations: If « is a k-ary
atomic formula of £, then the interpretation in 2 of a is the k-ary relation
a® on A defined as follows. (Strictly, the validity of the definition depends on
Theorem 3.2.1 below.)

(to = tl)m = {(_i € Ak : tom(a) = tlm(ﬁ)}; (36)
(Rto . -I%n,l)gl = {5: S AlC : (tom(c_i)7 R 7tn,1m(&’)) S Rm} (37)
As a special case, if k=0, we have
(to = tl)m =1 <= togl = tlm; (38)
(Rto . 'tn_l)m =1 <— (tom, C. ,tn_lgl) S }%Ql

Note that the atomic formula tg = t; can be considered as the special case
of Rty---t,—1 when n = 2 and R is =. We treat the special case separately
because we consider the equals-sign to be always available for use in formulas,
and we always interpret it as true equality.

Open formulas and their interpretations

We can treat atomic formulas as propositional variables, combining them to get
open (or quantifier-free) formulas:
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(*) atomic formulas are open formulas;
(1) if ¢ and x are open formulas, then so are —¢ and (¢ — X).

As with atomic formulas, so with arbitrary open formulas: they are k-ary if

the terms they are built up from are k-ary. Hence, if ¢ and x are k-ary open

formulas, then so are = and (¢ — x). We can now define interpretations of

k-ary open formulas by adding to (3.6) and (3.7) the following rules (again,
Theorem 3.2.1 is required):

()™ = AN o™ = (™) (3.10)

(p = 0% = A" (" N XM = (" XM (3.11)

In particular, if £ = 0, then:

Formulas in general

Formulas in general may contain the existential quantifier 3. The inductive
definition of formula is:

(*) atomic formulas are formulas;

(1) if ¢ and x are formulas, then so are = and (¢ — x);

(1) if ¢ is a formula, and z is a variable, then 3z ¢ is a formula.
The possibility of defining the foregoing interpretations of open formulas de-
pends on the following:
Theorem 3.2.1 (Unique Readability). Every formula of £ is uniquely one of
the following:

(%) an equation tyg = t1, for some termst. of L;

(1) a relational formula Rtg - --t,—1 for some terms ty and n-ary predicate
R of L, for some positive n;

)
(%)

() an existential formula 3x ¢ for some formula ¢ and some variable x.

a negation —p for some formula p;

an implication (¢ — x) for some formulas ¢ and x;

Proof. Exercise. O

Towards interpretations in general

In order to define interpretations of arbitrary formulas, we can still use (3.10)
and (3.11) above to define (—p)® and (p — x)* in terms of p* and x*.
However, we also must define (3z ¢)* in terms of ¢©®; and we must first define
the arity 3z ¢ in terms of the arity of ¢. This is not quite so easy. We shall do
it presently. When we are done, then, for every n-ary formula ¢ of £, there will
be an n-ary relation ©® on A; this relation is defined by ¢, and the relation
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can be called a O-definable relation of 2. The definable relations are those
defined by formulas of £(A); more generally, if X C A, then the X-definable
relations are those defined by formulas of £(X). (Singulary definable relations
can just be called definable sets.)

If X and Y are k-ary definable relations of 2, then so are X°, X NY, X UY,
&c. In short, all Boolean combinations of definable relations are definable,
since {—, —} is an adequate signature for propositional logic.

Now, if ¢ is an n-ary formula, defining as such the n-ary relation X, then we
can also treat ¢ as (n + 1)-ary, defining the relation X x A on A. This relation
is the set

{(@,b) e A" .G € X}.
This set is also 7~*(X), where 7 is the function
(@,b) — @ : A" — A™; (3.12)

this map is projection onto the first n coordinates. In short then, inverse
images of definable sets under projections are definable. Using the quantifier 3
in formulas will allow images under projections to be definable.

Indeed, suppose ¢ is an (n + 1)-ary formula. Then we can define (3x,, ¢)* to
consist of those @ in A™ such that there exists b in A such that (@,b) € p*.
Hence (Jz,, ¢)* is (™), the image of p*, where 7 is the projection in (3.12).

But what is (3x; ©)® here, if i < n? Defining this takes a bit more work;
see Remark 3.2.4 below. Meanwhile, we can give an alternative approach to
interpreting formulas:

Truth

Let Fm £ be the set of formulas of £. We recursively define a function
pr—tv(p) :Fm L — P({zy : k € w})

as follows:

(%) fv(a) is the set of variables in «, if « is atomic (for an exercise, this can
be given a recursive definition);

(1) (e = x) = v(p) Ulv(x);
(1) @z ¢) = fv(p) ~ {z}-
Then fv(yp) is the set of free variables of ¢.

If fv(y) = &, then ¢ is a sentence. So an atomic sentence « is a nullary atomic
formula; in this case, we can define

AFa <= o* =1, (3.13)
in either case, « is true in 2. Otherwise, « is false in 2|, and we can write

A E a.
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We can also define

AkFE -0 = AK o (3.14)
AKE (0 —71) <= AEo & AE -7 (3.15)

provided ¢ and 7 are sentences for which truth and falsity in 2 have been
defined. To define A E Jv ¢, we should assume that we have been working with
formulas of £(A) all along, and we should define a kind of substitution:

For formulas ¢, if  is a variable and ¢ is a term, we define the formula

xT
Pt
recursively:

() If « is atomic, then of is the result of replacing each occurrence of z in «
with ¢ (as an exercise, you can define this recursively);

(1) (=) is =(ef);

1) (e —=x)f is (vf = x¥);

(8)

(1) (Fu )? is Ju ¢f, if u is not z.

(3z )7 is Jz ¢ (no change);

Then ¢ is the result of replacing each free instance of x in ¢ with ¢t. Now we
can define
AEJr ¢ <= AFE @7 for some a in A. (3.16)

We have now completed the definition of truth; it is expressed by lines (3.8),
(3.9), (3.13), (3.14), (3.15) and (3.16).

Interpretations
If fv(p) C {xf : k < n}, then ¢ can be called n-ary, and we can write ¢ as

<p(x0, e ,xn_l).

Tn

Then, instead of ©30 ---4. "}, we can write

o(ag, ..., an-1)

or ¢(@). (Here, @ is a tuple of constants. We could let it be a tuple (¢g, ..., tn—1)
of arbitrary terms; but then we should have to ensure that ¢(tg,...,tn—1) is
the result of simultaneously substituting each t; for the free instances of the
corresponding variable zy.)
Lemma 3.2.2. Let ¢ be an n-ary formula of L.

(x) If @ is atomic, then * ={d@ € A" : AF (@)}

(t) If o is —x, then {@ € A" : AE p(@)} ={ad € A" : A F x(a)}°.

(1) If ¢ is (x — V), then

(G eA" AF (@) ={d € A" AEx(@)}°U{d € A" : AF (@)}
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(§) ]fQD is Iz, X then
(@A™ AF (@)} =7"({(@,b) € A" 1Ak x(@,b)}),

where w (as in (3.12)) is projection onto the first n coordinates.
Proof. Exercise. O

Now we can define
er={a c A" : AE (@)}
for all formulas .

In a formula of £(A), any constants from A can be called parameters. So the
definable relations of 2l are, more fully, the relations definable with parameters.

Example 3.2.3. Algebraic geometry studies the definable relations of C and
of other algebraically closed fields. It can be shown that, on C, all definable
relations are definable by open formulas. The model-theoretic expression for
this fact is that the theory of algebraically closed fields admits elimination of
quantifiers. .

As an exercise, you can think about what are the definable sets of
(1) the field C;

(2) (w,<,0);

3) (w,<);

4) (w,s),if sis x— x+1;

(5) a set (that is, a structure in the empty signature).

You probably will not be able to prove your answers at this point. {rem:def}
Remark 3.2.4. To complete our first approach to definable sets, let us ignore
the ordering of w. If I is a finite subset of w, and if {i : x; € fv(p)} C I, let us
say that ¢ is I-ary. Let A’ be the set of functions from I to A, a typical such
function being denoted
(Cl,i 11 € I)
The definition of ¢* as a subset of A’ starts out as before. To define (3z; )2,
let 7/ be the function

(z; i€ l)— (z; i€ I~ {j}): AT — AU}

Now we can define
(3z; )™ = (m])" ().
But this doesn’t allow Jv ¢ to be treated as J-ary when J contains j. So we
should say in addition that if ¢ is I-ary, and J is any finite subset of w, then
the set
(le X AJ\I

is the interpretation of ¢ when considered as (I UJ)-ary. Also, suppose {i : x; €
ftv(3z; ¢)} € J. Then ¢ is (J U {j})-ary, and we can define
Ju{j ;
(3 @)™ = (] ) (%) x AVINY.

This formulation of definable relations is rather complicated to be useful; the
main point is that a geometric characterization of definable relations is possible:
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Theorem 3.2.5. The family of 0-definable relations of a structure A of L is the
smallest family of relations on A that is closed under Boolean operations, Carte-
sian products, projections and permutations of coordinates; that contains the di-
agonal {(a,a) : a € A}; and that contains the sets {c®*}, R* and {(ao,...,a,) :
ag,...,an_1) = an}.

3.3 Logical consequence

Having defined truth, we can define logical consequence. Let Sn, be the set
of sentences of £. The L-structure 2 is a model of a subset ¥ of Sn, if each
sentence in X is true in 2; then we can write

AR .

If a sentence o is true in every model of 3, then o is a (logical) consequence
of 3, and we can write
Y Fo.

If @ E o, then we can write just
Eo;

in this case, ¢ is a validity.

Two sentences are (logically) equivalent if each is a logical consequence of
the other.

Lemma 3.3.1. Let 0 and T be sentences of L.
(x) o BT if and only if E (0 — ), for all o and T in Sn,.
(t) o and T are equivalent if and only if F (o0 — 7) A (T — 0).

(1) Logical equivalence is an equivalence-relation on Snr.
Proof. Exercise. O

Instead of the formula (¢ — x) A (x — ¢), let us write
¥ =X

By the lemma, ¢ and 7 are logically equivalent if and only if (¢ < 7) is a
validity. We may blur the distinction between logically equivalent sentences,
identifying o with —=—¢ for example.

Instead of —=3v —p, we may write

You .
Then —Vv ¢ is (equivalent to) Jv —p.
Example 3.3.2. The sentence

(Vz (Pz — Qz) — (Yo Pz — Va Qx))
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is a validity, where P and @ are unary predicates. To prove this, note that,
by (3.15), it is enough to show that 2 F (Vz Pz — Vz Qz) whenever 2 F
Va (Pz — Q). So suppose

A E Vo (Pr — Q). (3.17)
It is now enough to show that, if also 21 F Va Pz, then 2l F Vo Qx. So suppose
A F Vz Pz. (3.18)

Let a € A. Then 2 F Pa, by (3.18). But 2 F (Pa — Qa), by (3.17). Hence
A E Qa. Since a was arbitrary, we have A E Vz Q. °

If tv(p) = {uo, ..., un—1}, and A EVug ---Vu,—1 ¢, we may write just
AE .

Here, the sentence Yug ---Vu,—1 @ is the (universal) generalization of .
Now we can define X F ¢ for arbitrary formulas ¢ (although ¥ should still
be a set of sentences); we can also say that arbitrary formulas ¢ and x are
(logically) equivalent if

F (< x)

For the formula ¢ with free variables xg, ..., x,—1, if we have
AE Jug - Fup—1 ¢,

then we can say that ¢ is satisfied in 2.

It can happen then that A ¥ ¢ and A ¥ —p. However, if o is a sentence, then
either o or —o is true in .

Example 3.3.3. Each of the following formulas is true in every group:

r-(y-2)=(r-y)- 2

-1
r-1=uw, -z =1,

If ¥ C Sng, let
Cong(X)={o0 €Sn,: X Fo}.

Lemma 3.3.4. Cong(Cong (X)) = Cong(X).
Proof. Since ¥ C Cong(X), we have Cong(X) C Cong(Cong(X)). Suppose

o € Cong(Cong(X)). Then Cong(X) E o. But if A E X, then 2 E Cong(X), so
in this case 2 F o. Thus o € Cong(X). O

A subset T of Snz is a theory of £ if Cong(T) =T. A subset ¥ of a theory T'
is a set of axioms for T if
T = Cong(X);

we may also say then that ¥ axiomatizes T
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Example 3.3.5. The theory of groups is axiomatized by

VeVyVza-(y-2)=(x-y)- 2z,
Vexr-1=uz, Vez -zt =1,

1

Vel -z =z, Vexz -z =1.

If 2 is an L-structure, let
Th(A) ={o € Sngz : AF o}.
Lemma 3.3.6. Th(2) is a theory.

Proof. Say Th(2() E 0. Since 2 = Th(2), we have A F g, so 0 € Th(). O

We can now call Th(2() the theory of 2. Note that, if T is Th(2), then
TEo <— TF-o

for all sentences o. An arbitrary theory T need not have this property; if it
does, then T is complete. So, the theory of a structure is always complete.
The converse holds, by the next lemma; also, the set Sn, is a theory, but it is

{lem:complete} not complete:

Lemma 3.3.7. Let T be a theory of L.
(%) If T has no model, then T is Sn itself.

(t) If T is complete, then T is Th(A) for some structure A, which is a
model of T.

(1) If T has a model A, then T is included in Th(2A), which is a complete
theory: in particular
TEFo = TF-o

for all o in Snp.

(§) Hence, to prove that T is complete, it is enough to show that T has
models and
TEFo = TF-o

for all o in Snp.

Proof. Consider the points in order:

(*) If T is a theory with no models, and o is a sentence, then o is true in
every model of T', so T E o, whence 0 € T.

() If T is complete, then by definition it cannot contain all sentences, so
it must have a model 2. Then T' C Th(). By this and completeness of
T, we have

TEo = aFo = aF -0 = TF-0 = TFo

for all o in Sny . In short, TF o < AF 0,50 T = Th().

{examp:groups}



3.4. ADDITIONAL EXERCISES 47

(1) The set {0, 0} has no models.
(§) Obvious.
This completes the proof. O

We can also speak of the theory of a class of L-structures. If K is such a class,
then Th(K) is the set of sentences of £ that are true in every structure in K.

In particular, if ¥ C Sn,, then we can define
Mod(X)
to be the class of all models of 3. Then
Th(Mod(X)) = Cong (2).

Example 3.3.8. By definition, a group is just a model of the theory of groups,
as axiomatized in Example 3.3.5. Hence this theory is Th(K), where K is the
class of all groups. °

3.4 Additional exercises

(1) Letting P and @ be unary predicates, determine, from the definition of F,
whether the following hold. (A method is shown in Example 3.3.2.)

{3z Pz, 3z Qx} F Jz (Px A Qx);
Jz Px — Jy Qy E Vz Jy (Pz — Qy).
(2) Let £ = {R}, where R is a binary predicate, and let 2 be the L-structure
(Z,<). Determine ¢ if ¢ is:
(x) Va1 (Rxix0 — Rxox1);
(T) Vo (R(ngo \Y Rﬁlxg).
(3) Let £ be {S,P}, where S and P are binary function-symbols. Then

(R, +, ) is an L-structure. Show that the following sets and relations are
definable in this structure:

(x) {0}
(1) {1k
(1) {aeR:0<a};
(8) {(a,b) € R?:a < b}.
(4) Show that the following sets are definable in (w,+,-,<,0,1):

)
) 3z (Pzx — Qz) E (Vo Px — 3z Qu);
)
)

(x) the set of even numbers;
(f) the set of prime numbers.

(5) Let R be the binary relation
{(z,x+1): 2 €Z}

on Z. Show that R is 0-definable in the structure (Z, <); that is, find a
binary formula ¢ in the signature {<} such that ¢(*<) = R.
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Quantifier-elimination

In general, if we have some sentences, how might we show that the theory that
they axiomatize is complete? If the theory is not complete, this is easy to show:

Example 4.0.1. The theory of groups is not complete, since the sentence
Vo Yy xy = yx

is true (by definition) only in abelian groups, but there are non-abelian groups
(such as the group of permutations of three objects). The theory of abelian
groups is not complete either, since (in the signature {+, —,0}) the sentence

Ve (x+2=0—2=0)
is true in (Z,+, —,0), but false in (Z/27Z,+, —,0). °

Let TO be the theory of strict total orders; this is axiomatized by the universal
generalizations of:

—(z < ),
r<y— -y <w),
r<yhNy<z—oxr<z,
r<yVvVy<axVz=uy.
This theory is not complete, since (w, <) and (Z, <) are models of TO with
different complete theories (exercise).

Let TO™ be the theory of dense total orders without endpoints, namely,
TO* has the axioms of TO, along with the universal generalizations of:

P(x<zAhz<y),
Jyy <z,
Jyz <.
The theory TO* has a model, namely (Q,<). We shall show that TO" is

complete. In order to do this, we shall first show that the theory admits (full)
elimination of quantifiers.

48



49

An arbitrary theory T admits (full) elimination of quantifiers if, for every
formula ¢ of £, there is an open formula y of £ such that

TE(@<X)
—in words, ¢ is equivalent to y modulo T

Lemma 4.0.2. An L-theory T admits quantifier-elimination, provided that, if
@ is an open formula, and v is a variable, then Jv ¢ is equivalent modulo T to
an open formula.

Proof. Use induction on formulas. Specifically:
Every atomic formula is equivalent modulo T to an open formula, namely itself.

Suppose ¢ is equivalent modulo T to an open formula . Then T F (—p < —a);
but -« is open.

Suppose also x is equivalent modulo T to an open formula 5. Then

TE(p—x) < (a—=p));

but (aw — () is open.

Finally, T F (Jv ¢ < Jv a) (exercise); but by assumption, Jv « is equivalent
to an open formula v; so T F (Jv ¢ < ) (exercise). This completes the
induction. O

The lemma can be improved slightly. Every open formula is logically equivalent
to a formula in disjunctive normal form:

VA

<m j<n
where each agj ) is either an atomic or a negated atomic formula. (See § 2.6 of
this year’s notes for Math 111.) This formula in disjunctive normal form can

also be written
VA
i<m
where ¥; = {al(»j) : j < n}. Note that
F@ \/ AZie Vv \AD) (4.1)
i<m i<m

(exercise). The formulas Jv A X; are said to be primitive. In general, a
primitive formula is a formula

Elu/O e Elun—l /\Ea

where ¥ is a finite non-empty set of atomic and negated atomic formulas. (Re-
member that A ¥ is just an abbreviation for ¢g A ... A ¢,_1, where the formulas
p; compose X; so 3 must be finite since formulas must have finite length. Also,
formulas have positive length, so ¥ must be non-empty. However, the notation
/\ @ could be understood to stand for a validity.)

{lem:QE}
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Using (4.1), we can adjust the induction above to show that T' admits quantifier-
elimination, provided that every primitive formula with one (existential) quan-
tifier is equivalent modulo T to an open formula.

Henceforth suppose £ is {<}, and TO C T; so T is a theory of total orders.
Then we can improve Lemma 4.0.2 even more. Indeed, the atomic formulas of
L now are x = y and x < y, where x and y are variables. Moreover,

TOF (n(z <y) < (z=yVy <x)),

TOE (-(z=y) < (z<yVy<ux)).
Hence, in £, any formula is equivalent, modulo TO, to the result of replacing
each negated atomic sub-formula with the appropriate disjunction of atomic
formulas. If this replacement is done to a formula in disjunctive normal form,

then the new formula will have a disjunctive normal form that involves no
negations. So T admits quantifier-elimination, provided that every formula

Ju /\E

is equivalent, modulo T', to an open formula, where now X is a set of atomic
formulas.

Using this criterion, we shall show that TO* admits quantifier-elimination:

Theorem 4.0.3. TO" admits (full) elimination of quantifiers.

Proof. Let ¥ be a finite, non-empty set of atomic formulas (in the signature
{<}). Let X be the set of variables appearing in formulas in 3; that is,

X = U fv(a).

acd

Then X is a finite non-empty set; say
X ={zo,...,zn}.

Suppose 2 is an L-structure, and @ € A"*!. If « is an atomic formula of £
with variables from X, we can let a(@) be the result of replacing each z; in «
with a;. Then we can let

Y@)={a(@): a € L}.

Suppose in fact

AETOU{/\ 2(@)}.

Let us define X9 5) as the set of atomic formulas « such that fv(a) € X and
A E a(d). Then
% C Yiaa)-

Moreover, once ¥ has been chosen, there are only finitely many possibilities for
the set X(g 7). Let us list these possibilities as

X0s ey Yot



o1

Now, possibly m = 0 here. In this case,

TOE (v AT —v#0),

—

so we are done. Henceforth we may assume m > 0. If B F TOU{A X(b)}, then
BEASib)
for some ¢ in m. Therefore

TOE(AS < \/ Az

i<m

TOE (G AT~ \/ Fv A\Z).

i<m

and hence

Therefore, for our proof of quantifier-elimination, we may assume that ¥ is one
of the sets ¥ (g 7) (so that, in particular, m = 1).

Now partition ¥ as I' U A, where no formula in I', but every formula in A,
contains v. There are two extreme possibilities:

(¥) SupposeI’ = @. Then X = {v} (sinceif z € X~ {v}, then (xr = z) € I).
Also, X = A ={v=v}, so

E(Jv /\Z<—>v=v)7

and we are done in this case.
(t) Suppose A = &. Then v ¢ X, and

F@Ev Ao AD),

so we are done in this case.

Henceforth, suppose neither I' nor A is empty. Then

F@v A< AT AT AA).

TO*F (Jv AT < AD), (4.2)

which will complete the proof. To show (4.2), it is enough to show

TO" E (AT —3v \A).

But this follows from the definition of TO*:

We shall show that

Indeed, remember that 3 is (g 7). Hence, for all i and j in n + 1, we have

a; < a; = (¥; <zj) €%
a; = a5 <~ ((EZ‘:(EJ‘)EE.
We have v € X. We can relabel the elements of X as necessary so that v is =,

and
ap g <an,1.
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(Here, a; < a;y1 means a; < a;41 or a; = a;+1 as usual.) Suppose B F TO*,
and B™ contains b such that B F AT'(b). We have to show that there is ¢ in B
such that B F A A(b,¢). Now, for all ¢ and j in n, we have

bi<bj — a; < aj;
bi:bj <~ a; = aj.

Because B is a model of TO* (and not just TO), we can find ¢ as needed
according to the relation of a,, with the other a;:

(*) If @, = a; for some 7 in n, then let ¢ = b;.

(1) If ap—1 < ay, then let ¢ be greater than b,,_;.

(1) If an < ag, then let ¢ be less than bg.

(8) If ar < ay, < agt1, then we can let ¢ be such that by < ¢ < bg41.

This completes the proof that TO* admits quantifier-elimination. |

We have proved more than quantifier-elimination: we have shown that, modulo
TO*, the formula Jv A ¥ is equivalent to v # v or v = v or an open formula with
the same free variables as Jv A X. In the proof, we introduced v # v simply as a
formula ¢ such that 21 ¥ ¢ for every structure 2. Such a formula corresponds to
a nullary Boolean connective, namely an absurdity (the negation of a validity).
We used 0 as such a connective; but let us now use L.

Likewise, instead of v = v, we can use, as a validity, the nullary Boolean con-
nective T. From the last proof, therefore, we have:

Porism 4.0.4. In the signature {<}, with the nullary connectives L and T
allowed, every formula is equivalent modulo TO* to an open formula with the
same free variables.

In a signature of first-order logic without constants, an open sentence consists
entirely of Boolean connectives, with no propositional variables; so it is either
an absurdity or a validity. As a consequence, we have:

Theorem 4.0.5. TO" is a complete theory.

Proof. By the porism, every sentence is equivalent to an open sentence; as just
noted, such a sentence is an absurdity or a validity. Suppose TO* E (¢ < ).
But F (0 < 1) < -0; so TO® E —o. Similarly, if TO* E (0 < T), then
TO* E 0. Hence, for all sentences o, if TO* ¥ o, then TO* E —o. Therefore
TO™ is complete by Lemma 3.3.7. O



Chapter 5

Relations between
structures

There are several binary relations on the class of structures in a signature L.
Some relations involve universes of structures; others do not.

Let A and B be L-structures.

5.1 Fundamental definitions

The structure 2 is a substructure of B, or B is an extension of 2, if A C B
and

(¥) ¢® =c® for all constants ¢ of £;
(f) R* = A" N R® for all n-ary predicates R of £, for all positive n in w;

(1) @ = fPoidan for all n-ary function-symbols f of L, for all positive n
in w.

In this case, we write
A C 9B,

Immediately, 2 C 9B if and only if A C B and
AFo < BFo (5.1)

for all atomic sentences o of L(A) of one of the forms

The two structures 2 and B are called elementarily equivalent if (5.1) holds
for all sentences o of £ (not L(A)). In this case, we write

A = 9B.

33
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Then the relation = of elementary equivalence is in fact the equivalence-
relation induced on the class of L-structures by the function 9t — Th(9N); that
is,

A=B < Th(A) = Th(B).

All models of a complete theory are elementarily equivalent, and first-order logic
provides no means to distinguish between elementarily equivalent structures.
We shall see other possible ways to distinguish between them.

5.2 Additional definitions

The structure 2 is an elementary substructure of B, and B is an elemen-
tary extension of 2, if A C B and A4 = B 4. Then we write

A< B.

(Some people prefer just to write 2 < B.) Note here that A4 = B 4 if and only
if (5.1) holds for all sentences o of L(A). In particular, elementary substructures
are substructures.

Various functions between (universes of) structures are possible. To describe
them, it is convenient to use the following convention. If 4 is a function from A
to B, we also understand h as the function from A™ to B™ given by

h(@) = h(ag,...,an—1) = (h(ag),...,h(an—1)), (5.2)
for each n in w. In particular, as a function from A° to BY, h is {(0,0)}.
The structure A embeds in B if there is an injection h from A to B such that:
(%) h(c*) = c® for all constants c in L;
(1) B"(R*) = h"(A™) N R® for all n-ary predicates R in L, for all positive n
in w;
(1) ho f* = f® oh for all n-ary function-symbols f in £, for all positive n
in w.

Then h is an embedding of 2 in B; to express this, we can write
h:A— B.
Immediately, i : 2 — B if and only if A : A — B and
AF (@) <= BE ph(d@)), foralld from A, (5.3)
for all atomic formulas ¢ of £ of one of the forms

Lo = T1,
o = C,
RmO c o Tn—1,
me o Tp—1 = Tp.
If (5.3) holds for all formulas ¢ of £, then h is an elementary embedding of

2 in B, and we can write -
h:A — B,
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Example 5.2.1. The map = — z/1 is an embedding of the ring Z in the field
Q, but not an elementary embedding, since Z F ¢(1), but Q ¥ ¢(1/1), where ¢
isdyy+y=n=x. °

If h: A — B and h is a surjection onto B, then h is called an isomorphism
from 2 to B, and we can write

B — 9B,

If an isomorphism from 2 to 9B exists, then 2 is isomorphic to B, and we can
write

A =2 9B,

the relation 2 can be called isomorphism.

5.3 Implications

Lemma 5.3.1. Isomorphism is an equivalence-relation. If h : A = B, then
) =/
Proof. Exercise. O

Isomorphic structures are practically the same. One way to make this precise
is by means of the following:

Lemma 5.3.2. Suppose h : 2 — B. Then (5.3) holds for all atomic formulas
@ of L. If also h is onto B, then (5.3) holds for all formulas ¢ of L.

Proof. Note that (5.3) can be re-formulated in other ways, according to taste:
a€p* < h(@) e ®, for all n-tuples @ from A, (5.4)
or more simply
R'(p™) = h"(A") N g®.
To prove it, assuming h : A — B, we first establish by induction that
hot*=t®oh (5.5)
for all terms ¢ of L:

(x) (5.5) is true by definition if ¢ is a constant or variable;

(1) if (5.5) is true when ¢ € {ug, ..., un—1}, and now ¢ is fug - - ty—1, then
hot* =ho f% o (u®, ..., un 1) [by def’n of t¥]
= fPoho(u™ ..., up 1) [by def’n of C]
= fPo(hou™, ..., hou, 1%) [by (5.2)]
= fPo(uw®oh,...,un_1° oh) [by inductive hyp.]
= fPo(uw®,...,un1T)oh

=tBoh. [by def’n of t¥]

{lem: fundamental}
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Therefore (5.5) holds for all . Now we turn to (5.4). To prove it for open
formulas, we observe:

(x) If o is tg = t; for some terms ¢;, then

by definition of p?]
since h is injective]

by (5.5)]

by definition of ™ ]

[
[
[
[

(f) If p is Rtg - ty—1 for some terms t; and predicate R, then:

acp? — ( Aa),... (@) € R® [by def'n of ¢%)
h(t Om(c'i)7 Stn1?(@)) € R® [by def’n of isom.]
= ( P(@)), - tam1®((@))) € R® by (5.5)]
[

B

<~ h(@) e ™. by def'n of ¢ ]

(1) If (5.4) holds when ¢ is x, and now ¢ is —x, then:

ae gom = a¢x* [by defn of ©¥]
h(@) ¢ x® [by inductive hypothesis]
= h(c‘[) € ¢®. [by def’n of ©®]

(§) Similarly, if (5.4) holds when ¢ is x or 1, and now ¢ is (x — ), then:

a¢et = acx* &ad¢y® [by defn of ©%]
— h(@)ex® & Wa)¢¢®  [by inductive hypothesis]
— (@) ¢ ¢". [by def’n of ©”]

Finally, to establish (5.4) in case h is surjective, suppose (5.4) holds when ¢ is
n (m 4+ 1)-ary formula x, and now ¢ is the m-ary 3z, x. We have

a € < (@,b) € x™ for some bin A
<« (h(@),h(b)) € xX® for some b in A
— (h(@),c) € x® for some cin A
— h(@) € ®
(Note how the surjectivity of h was used.) This completes the proof. [l

As an immediate consequence, we have:

Theorem 5.3.3. If A =B, then A =B.

For other consequences, we first observe:



5.4. CATEGORICITY o7

Lemma 5.3.4. If h : A — B, then h(A) is the universe of a structure h(2l)
such that h = % = h(A) and h(2A) C B.

Proof. Exercise. O

Theorem 5.3.5. Suppose h : A — B. Then A — B if and only if h(A) < B.

Let the diagram of 2 be the set of open sentences of Th(2(4); this set can be
denoted
diag 2.

Then we can give the following characterization of the relations C and <:

Theorem 5.3.6. Suppose h : A — B, and B* is the expansion of B to L(A)
such that

a®" = h(a) (5.6)

for all a in A. Then
B* E diag <= h:A— B; (5.7)
B*EThAs) <= h:A>B. (5.8)

In particular, if A C B, then

B E diag? <— A C B;
BEThRA,) — A=< B.

Proof. Note that B* E p(@) < B E ¢(h(d@)). The points about elementary
embeddings and substructures follow from the definitions; about embeddings
and substructures, from Lemma 5.3.2.

Corollary 5.3.7. If T is a theory admitting quantifier-elimination, then all
embeddings of models of T are elementary embeddings.

Proof. If T admits quantifier-elimination and 2 F 7', then diag A F Th(24). O

Model-theory is interesting because not all elementarily equivalent structures
are isomorphic:

Example 5.3.8. We know that Th(Q, <) = TO*. Since also (R, <) E TO*, we
have (R, <) = (Q, <); however, (Q, <) % (R, <), simply because R is uncount-
able, so there is no bijection at all between Q and R. °

5.4 Categoricity

The cardinality of a structure 2 is the cardinality |A| of its universe A. Let k
be an infinite cardinality. A theory T is called k-categorical if

(%) T has a model of cardinality x;

(1) all models of T of cardinality s are isomorphic (to each other).

{thm:exenb}

{cor:QE-MC}
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{example:TO*}

Example 5.4.1. We shall prove later, in Theorem 8.1.1, that TO* is w-categorical ]

A theory is totally categorical if it is k-categorical for each k.

Example 5.4.2. In the empty signature, structures are pure sets, and isomor-
phisms are just bijections. Hence, if £ = &, then Con, (&) is totally categorical.
[}

There are sentences o, (where n > 0) in the empty signature such that, for all
theories T and structures 2 of some common signature,

AETU{o, :n>0} <= AET & |A] > w.

Indeed, let o, be
3%0 "'E'Q?n_l /\ xz;&xj
<j<n
Moreover, for any formula ¢ with at most one free variable, x, if n > 1, we can
form the sentence

Jzg - Fwp_q ( /\ T # x5 A /\ p(@i));

i<j<n i<n
this sentence can be abbreviated
Pz .

Then
AE Pz — || >n.

Example 5.4.3. Suppose £ = {E}, where E is a binary predicate, and let T
be the theory of equivalence-relations with exactly two classes, both infinite. So
T has the axioms:

Ve z FE x;

Ve Vy (x Ey — y E x);
VeVyVz(x EyAy E z— x E 2);
Jr Iy Vz (~(x Ey)AN(xr EzVyEz))
Vo3P yz Evy

for each n greater than 1. Then T is w-categorical. However, if k is an un-
countable cardinal, then T is not x-categorical. For example, there is a model
in which both E-classes have size wy (that is, 8;), and a model in which one
class has size w1, the other w. °

In a countable signature, there are at most |2%|—that is, continuum-many—
structures with a given countable universe A, because each symbol in the signa-
ture will be interpreted as a subset of some A™, and there are at most continuum-
many of these.

{example:empty}
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The spectrum-function is
(T, k) — I(T', K),

where T is a theory,x is an infinite cardinal, and I(T, k) is the number of non-
isomorphic models of T' of size k. A theory in a countable signature is also
called countable. If T is countable, then we have

1< I(T,w) < [2°). (5.9)

We’ve seen in Examples 5.4.1 and 5.4.2 that the lower bound cannot be im-
proved. Vaught’s conjecture is that

I(T,w) < |2 = I(T,w) < w.

If the Continuum Hypothesis is accepted, than this implication is trivial; the
Conjecture is that the implication holds even if the Continuum Hypothesis is
rejected.

The upper bound of (5.9) cannot be improved:

Example 5.4.4. Let £ be {P, : n € w}, where each P, is a unary predicate.
Let T have the following axioms, where I and J are finite disjoint subsets of w:

dx (/\ Px A /\ -Pjz).
iel jes

In the same way that we proved TO* admitted quantifier-elimination and was
complete, we can prove that T' admits QE and is complete. But 7" has continu-
um-many countably infinite models. Indeed, T has a model 2, where A = 2%,
and

Pr={occA:s(n)=1}.

We could replace A with the set Ay of ¢ in 2“ such that, for some k, if n > k,
then o(n) = 0. This Ap is countable. In fact there is an injection from Ag into

2<% where
2<v = [ J2m.
new
This set is partially ordered by C and is a tree. A branch of this tree is a

maximal totally ordered subset; the union of a branch is an element of 2¢. If o
and 7 are distinct elements of 2%, then o(n) # 7(n) for some n in w, and then

ceP? — 7¢ P>

Hence, if also o and 7 are not in Ay, then Ag U {o} and 7 U {7} determine
non-isomorphic models of 7. Hence T has at least (and therefore exactly)
continuum-many countable models, since [2¥ ~ Ag| = [2¢]. .

For those who know some algebra:
Examples 5.4.5. A

s examples of complete T where I(T,w) = w, we have:

() the theory of torsion-free divisible abelian groups;
(f) ACFy, the theory of algebraically closed fields of characteristic 0.

{example:binary}
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Compactness

We now aim to prove compactness for first-order logic. A subset 3 of Sn. is
() satisfiable if it has a model,
(1) finitely satisfiable if every finite subset of ¥ has a model.

Compactness is that every finitely satisfiable set is satisfiable.

Lemma 6.0.6. If ¥ is finitely satisfiable, but XU {o} is not, then XU {-o} is.

Proof. Say ¥ is a finite subset of ¥ such that ¥y U {o} has no model. Then
Y9 E —o. Say X; is another finite subset of ¥. Then ¥y U X; has a model in
which —o is true. [l

In proving the Completeness Theorem for propositional logic, we start from
a set X of propositional formulas from which a formula F' cannot be derived.
Then X U{—F'} is consistent. We find a mazimal consistent set ¥* that includes
Y U{-F}. From X* we define a structure A that is a model of ¥ in which F is
false.

We can try to do something similar to prove compactness for first-order logic.
Suppose X is a maximal finitely satisfiable set of first-order formulas in some
signature £. (In particular then, ¢ € ¥ <= -0 ¢ ¥.) We can try to define an
L-structure A by letting:

(*) A be the set of constants in £;
(1) ¢* = c for every constant c in £;
(1) f*co,...,cno1)=d <= (fco- - cn_1=d) €;
(8) (coy---scn_1) € R* <= Rcp---cp_1 €Y.

We want 2 to be a model of . There are three problems:
(%) The signature £ might not contain any constants.

(t) Suppose £ does contain constants ¢ and d. We have 2 F (¢ = d) <=
® =d* <= c=d. So 2 can’t be a model of 3 unless either ¥ does not
contain (¢ = d), or ¢ and d are the same symbol.

(1) If A E =% for every constant ¢ in £, then 2 E —Jz . However, possibly
3 contains all of the formulas —¢?, but also 3z .

60
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The solution to these problems is as follows:

(¥*) We expand L to a signature £’ that contains infinitely many constants.
Then we enlarge ¥ to a maximal finitely satisfiable subset ¥/ of Sny:.

(1) Letting C be the set of constants of L', we define an equivalence-relation
E on C by
cEd < (c=d)eX.

Then we let A be, not C, but C/E.

(1) In enlarging ¥ to X/, we ensure that, if 3z ¢ € ¥’, then ¢f € ¥’ for some
cin C.

Theorem 6.0.7 (Compactness for first-order logic). Every finitely satisfiable
set of formulas (in some signature) is satisfiable.

Proof. Suppose X is a finitely satisfiable subset of Snz. Let C' be a set of new
constants (so LN C = @). For any L-structure 2, there is some a in A; so we
can expand 2 to an £ U C-structure 2 by defining

cC =a

for all ¢ in C. In particular, X is still finitely satisfiable as a set of sentences of
L.

We'll assume that £ is countable (although the general case would proceed
similarly). So we can enumerate Snzyc as {0, : n € w}, and C as {c, : n € w}.
We shall define a chain

2pC X S C -

)

where each Y is finitely satisfiable, and only finitely many constants in C
appear in formulas in Y. The recursive definition is the following:

(%) ¥p = X. (By assumption, ¥ is finitely satisfiable, and it contains no
constants of C.)

(t) Assume X, has been defined as required. Then define

Yon U{on}, if this is finitely satisfiable;
Yont1 = . .
25 if not.

Then Y9, 41 is as required.

(1) Suppose Xg,+1 has been defined as required. Suppose also o,, € Yoy 11,
and o, is Jdx ¢ for some ¢. The set of m such that c,, does not appear
in a formula in ¥, 11 has a least element, k. Then the set Yo, 11 U{¢Z, }
is finitely satisfiable. For, if T" is a finite subset of ¥o,1, then it has a
model 2. Then A E ¢¥ for some a in A; so we can expand 2 to a model
of Ygpy1 U {(p?k} by interpreting cj as a. In this case we define

Yony2 = Yony1 U{es, };

otherwise, let 9,10 = Yo,+1. In either case, Yo, 49 is as desired.
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Now we define

¥ = U P

new

This is finitely satisfiable, since each finite subset is a subset of some ¥,,. Sup-
pose ¥* U {o} is finitely satisfiable. But o is o, for some n, and X3, U {0}
is finitely satisfiable, so o0 € Yo,41, and o € ¥*. So ¥X* is a maximal finitely
satisfiable set.

We now define a structure 2l of £ U C that will turn out to be a model of X:

We first define
E={(c,d) € C?:(c=d)c ¥}

Then F is an equivalence-relation on C (exercise). So, we can let
A=C/E.

Let the E-class of ¢ be denoted [¢]. We can define
=

If R is an n-ary predicate in £, we define

R* = {([co), .-+, [en_1]) € A" : (Reg---cn1) € ¥}
This means
(Reg -+ cn1) €2 = ([co],-- -, [cn-1]) € R*.
In fact the converse holds too; that is,
coFEdy & ... & ¢cn—1 Edp_1 & (Reg--¢cpn—1) €Y = (Rdp---dp—1) € X"

(exercise). If f is an n-ary function-symbol in £, then (3z fco- - cp1 =2) €
¥* (since the sentence is true in every structure), so (fco---cn—1 = d) € £* for
some d in C. Moreover,

coEcy & ... &cn1Ed, | & (feocn1=d)€X* &
(feh-ch_1=d)eX* = dEd

(exercise). Hence we can define
A= {(cols - [en-1], [d]) € A: (feo-- a1 =d) € 7}
Note then
feol -+ len] =ld] <= (feo - ep-1=d) €X*

(exercise). Finally, if ¢ is a constant of £, we can consider it as a nullary
function-symbol, obtaining the interpretation

A =[d < (c=4d)ex*.
So we have 2. It remains to show 20 F ¥*. We shall do this by showing

AFo <= oce k" (6.1)
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for all sentences o of £ U C', by induction on the length of o.

We need a preliminary observation: If ¢ is a term with no variables, and ¢ € C,
then

tr = <= (t=c)ex"
(exercise). Now suppose o is the atomic sentence Rtg - - -t,—1, and 4 = [ei]
for each 7 in n. Then

Ao — (to*,...,th1¥) € R¥

<~ ([CQ], ey [Cnfl]) S Rgl
<= (Rep--cpo1) €L
> oc X"

If instead o is the equation ty = t1, then

AEo = ¥ =1,™
< [co] = [c1]
= (co=c1) X"
— oceX".

Now suppose that (6.1) holds when ¢ has the length of 7, 6 or ¢:
(%) If o is =7, then

AFE o <= AKET <= 7¢ X" <= o€k

by maximality of X.
(1) If o is (7 — 6), then

Ao < AET & AEP
= TeX & 0¢r”
— oceX”*

by maximality of ¥*.
(1) If o is 3z ¢, then

AEo < AF ¢? for some ¢ in C
<= ¢ € ¥* for some ¢ in C
— JrpeX”

by definition of 3*.
By induction, (6.1) holds for all o, so A E £*. O

In the proof, we introduced a set C' of new constants such that |C] = [Sngz|. We
can denote |Snz| by |£]. For the model 2 of ¥ produced, we have |A| < |C| =
I£].

Theorem 6.0.8. If T is a theory such that, for all n in w, there is a model of
T of size greater than n, then T has an infinite model.
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Proof. For each n in w, introduce a new constant c,. Every model of the
theory T'U {¢; # ¢; : i < j < w} is infinite. Also this theory has models, by
Compactness, since the theory is finitely satisfiable. Indeed, every finite subset
of the theory is a subset of T U {¢; < ¢; : i < j < n} for some n. We can
expand a model of T of size greater than n to a model of the larger theory by
interpreting each ¢; by a different element of the universe. O

Example 6.0.9. Let K be the class of finite fields (considered as structures in
the signature {+, —,-,0,1}). Then Th(K) has infinite models; these are called
pseudo-finite fields. Every field F' has a characteristic: If
FEl4---+1=0
—_————

p

for some prime number p, then p is the characteristic of F, or char F' = p; if
there is no such p, then char F = 0. The field F is perfect if either:

(*) char F' = 0; or
() char F' = p and every element of F' has a p-th root.
Then perfect fields are precisely the fields that satisfy the axioms

Vedy (1+---+1=0—9y? =2x).
y ( Yy’ =)
P
Now, if F'is finite, then char F' = p for some prime p, and the function z +— z? is
an automorphism of F'| that is, an isomorphism from F' to itself. This shows

F is perfect. Therefore the pseudo-finite fields are also perfect. In fact, axioms
can be written for the theory of pseudo-finite fields (James Ax, 1968). .

Another field-theoretic application of Compactness is:

Example 6.0.10. An ordered field is a structure § or (F,+,—,-,0,1, <) such
that:

(*) (F,+,—,-,0,1) is a field;

() (F.<

(1) §EVzVy (0<zA0<y—0<z+yA0<z-y);
(§) §EVz (2 <0—0< —2x).

An ordered field must have characteristic 0 (why?); hence Q can be treated as a
sub-field of it. In an ordered field, the formula 0 < x defines the set of positive
elements. The ordered field § is Archimedean if, for all positive a and b in F,
there is a natural number n such that

) is a total order;

SEa<b+---+0.
———

n

Then R is an Archimedean ordered field. However, there is an ordered field §
such that § = R, but § is not Archimedean. Indeed, let ¢ be a new constant.
Then the theory

Th(R)U{n <c:n € w}
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is finitely satisfiable, since for every finite subset X of this theory, R itself expands
to a model of ¥. So the theory has a model §, by Compactness; but

FEl1+--F+1<e
—_——

for all n in w. °

Theorem 6.0.11 (Léwenheim—Skolem—Tarski). Suppose 2 is an infinite L-
structure, and k is an infinite cardinal such that |L] < k. Then there is an
L-structure B such that |B| = k and 2A = B.

Proof. Introduce s-many new constants ¢, (where a < k). In the Compactness
Theorem, let ¥ be Th(A)U{cq # ¢g : @ < B < k}. This set is finitely satisfiable.
Indeed, any finite subset is included in a subset Th(2) U {ca, # cqo, 11 < j <n}
for some finite subset {ag,...,an—1} of k. Then 2 expands to a model of this
set of sentences, once we interpret each constant c,, as a different element of
A. (Since A is infinite, we can do this.) Therefore X is finitely satisfiable. The
proof of Compactness now produces a model of 3 of size k. O

Theorem 6.0.12 (Vaught). Suppose T is a finitely satisfiable theory of L, and
|| < k. Then T is complete, provided:

(x) T has no finite models;

(1) T is k-categorical.

Proof. Suppose T is finitely satisfiable, but has no finite models, but is not
complete. By Compactness, T does have models. Then for some sentence o,
neither ¢ nor —o is a consequence of T'. Hence, both T'U {-c} and T'U {o}
have models. By Léwenheim—Skolem—Tarski, they have models of size k. These
models are not elementarily equivalent, so they are not isomorphic; this means
T is not k-categorical. [l

Examples 6.0.13. |

]

(1) To prove that TO" is complete, it is enough to show that every model
is infinite, and that every countable model is isomorphic to (Q, <).

(2) If a real vector-space V has positive dimension x, then
V] = - 2] = max(x, [2°]).

A space of dimension 0 is the the trivial space, namely the space con-
taining only the 0-vector; this space has size 1. Real vector-spaces of the
same dimension are isomorphic Hence the theory of real vector-spaces is
r-categorical if k > |2¥|. Therefore the theory of non-trivial real vector-
spaces is complete. .

{thm:LST}

{thm:Vaught}
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6.1 Additional exercises

(1) Show that every Archimedean ordered field is elementarily equivalent to
some countable, non-Archimedean ordered field.

(2) Show that every non-Archimedean ordered field contains infinitesimal
elements, that is, positive elements a that are less than every positive
rational number.

(3) Find an example of a non-Archimedean ordered field.

(4) The order of an element g of a group is the size of the subgroup {¢" : n €
Z} that g generates. In a periodic group, all elements have finite order.
Suppose G is a periodic group in which there is no finite upper bound on
the orders of elements. Show that G = H for some non-periodic group H.

(5) Suppose (X, <) is an infinite total order in which X is well-ordered by <.
Show that there is a total order (X*, <*) such that

(X, <) = (X7, <),

but X* is not well-ordered by <*.



Chapter 7

Completeness

We now aim to establish a complete proof-system for first-order logic. The result
is Theorem 7.6.8 on p. 77. The proof of this theorem follows the pattern of our
proof of Compactness.

First-order logic is based on propositional logic. It will be useful to have a
general description of logics that encompasses both propositional and first-order
logic. So, this is where we begin. All sections following § 7.3 concern first-order
logic, unless otherwise noted.

There are a few exercises, on pp. 68, 71, 72, 73, 73, 73 and 76.

7.1 Logic in general

A logic has an alphabet, which is just a certain non-empty set; the members
of this set can be called the symbols of the logic. These symbols can be put
together to form strings. If we want a formal definition, we can say that such
a string is a finite, non-empty sequence of symbols of the logic; that is, the
string is a function k — s; from {0,1,...,n} into the alphabet, for some n in
w. We usually write this function as

85051 "+ Sn;

this the result of juxtaposing the symbols s; in the prescribed order. Such a
string has sub-strings, namely the strings

SeS¢41 " Smy

where 0 < ¢ < m < n; the sub-string is proper if 0 < £ or m < n. Certain
strings will be formulas of the logic. In particular, certain strings will be atomic
formulas. Some rules of construction are specified for converting certain finite
sets of strings into other strings. Then a formula of the logic is a member of
the smallest set X of strings such that:

(%) all atomic formulas are in X; and

(t) X contains every string that results from applying a rule of construction
to a set of elements of X.

67
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Hence properties of all formulas can be proved by induction.

Moreoever, it is required that, for every formula that is not atomic, there is
exactly one rule of construction and one set of formulas such that the original
formula results from applying that rule to that set. This is the principle of
uniquely readability as formulas; it makes possible the recursive definition of
functions on the set of formulas.

For any logic, a proof-system consists of:
(*) axioms, which are just certain formulas of the logic;

(1) rules of inference, that is, ways of inferring certain formulas from certain
finite sets of formulas.

So the notions of axiom and rule of inference are parallel to the notions of
atomic formula and rule of construction. However, in a proof-system, there is
no requirement corresponding to unique readability.

Let S be proof-system. A deduction or formal proof in S of the formula ¢
from the set ® of formulas is a sequence

¢Oa-'-7¢n

of formulas where v, is ¢, and for each k such that & < n, one of the following
holds:

(*) Yr € @, or
(1) ¥y is an axiom of S, or

(1) vy follows from some subset of {1); : j < k} by one of the rules of inference
of S.

To denote that such a deduction exists, we can write
(0] |—3 ®.

Then we can say that ¢ is deducible from ® in S. In case ® is empty, we can
just write

Fs o,
and we can call ¢ a theorem of S.

Here are some basic facts:

Lemma 7.1.1.
(*) Every non-empty initial segment of a deduction is also a deduction;
(1) if ks ¢ and ® C &*, then * ks p;
(1) if D Fs @, then g bs ¢ for some finite subset @y of D;
(8) if s for each p in U, and ¥ ks x, then ® kg x.

{ex1} Proof. Exercise. 0
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7.2 Propositional logic

We shall work here with the propositional logic whose alphabet consists of:
(%) the propositional variables Py, where k € w;
(t) the connectives = and —;

(1) the left bracket ( and the right bracket ).

The atomic formulas are then the propositional variables. There are two rules
of construction:

(*) From the string A, construct —A.
() From the strings A and B, construct (4 — B).

Note that the same formula might be both (A — B) and (C — D) for some
strings A, B, C' and D such that A is not C. But if all of these strings are
formulas, then (as one can prove) A must be C. We use F and G and H as
syntactical variables for propositional formulas.

In propositional logic, there is a notion of truth, which we can develop as
follows. If S C w, let 2° be the set of functions from S to 2. We can consider 2
as the universe of the field Fs; then a ring-structure on 25 is induced. If F is a
propositional formula, and all variables appearing in F' are in S, then there is a
function F from 25 into 2, as given by the following recursive definition:

() If F is Py, then F(o) = a(k) for all « in 2¢.

(1) If F is =G, then F' =1+ G.

(1) If Fis (G — H), then F =1+G - (1 + H).
Suppose S is the set of variables actually appearing in F', and a () =1 for all
a in 2%; then F is called a tautology.

An element « of 2“ can be called a structure for propositional logic. (Alterna-
tively, the set { P, : a(n) = 1} can be called the structure; each one determines
the other.) Then a formula F is true in o if F(a) = 1. If every formula in a set
® of formulas is true in a structure «, then « is a model of ®. If F' is true in
every model of ®, then we say that F is a logical consequence of ®, or that
® entails F', and we write

dEF.

A formula F' is valid, or is a validity, if it is true in all structures; in that case,
we write

EF.

A proof-system S for propositional logic is called:
() sound, if ® F ¢ whenever ® Fgs ¢;
(t) complete, if ® 5 ¢ whenever ® E .
Lemma 7.2.1. Let S be a proof-system for propositional logic. Then S is sound
if and only if:
(x) each aziom of S is valid;

(t) @ E ¢ whenever ¢ can be inferred from ® by one of the rules of inference

of S.

{lem:sound}
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Proof. Suppose S is sound. If ¢ is an axiom of S, then the one-term sequence
@ is a deduction of ¢ from @, so Fs ¢ and therefore F ¢. Suppose, instead,
that ¢ can be inferred from ® by one of the rules of inference of S. Then & is
a finite set {10, ..., %}, so the sequence

¢Oa---a¢m‘ﬁ

is a deduction of ¢ from ® in S. Hence ® s ¢, and therefore ¢ F .

The converse is proved by induction on the lengths of deductions. Suppose that
each axiom of § is valid, and ® F ¢ whenever ¢ can be inferred from ® by
one of the rules of inference of S. As an inductive hypothesis, suppose ® F ¢
whenever ¢ has a deduction in S from ® of length less than n+ 1. Now say the
sequence

wo;n'awnflasp

of length n+1 is a deduction in S from ®. If ¢ € @, then ® F ¢ trivially. If ¢ is
an axiom of &, then F ¢ by assumption, so ® F ¢. The remaining possibility is
that ¢ can be inferred from some subset I" of {t¢, : kK < n} by a rule of inference
of §S. Then I' E ¢ by assumption. Also, ® F ¢, for each ¥ in I' by inductive
hypothesis, since each v, has a proof from ® of length k£ 4 1, namely

¢07"'7¢k'

Hence every model of ® is a model of T', and so ¢ is true in this model; that is,
DE . O

Let us also note that if a proof-system is complete, then so is every proof-system
obtained by addition of new axioms or rules of inference.

In the only proof-system for first-order logic that we shall consider,
() the axioms are just the tautologies;

(f) the only rule of inference is modus ponens, that is, G can be inferred from

{F,(F — G)}.

If, in this system, F' is deducible from the set ® of formulas, then we can just
write

- F

(since we shall consider no other proof-systems for propositional logic). We have
proved (in class) that this system is sound and complete.

7.3 First-order logic

The foregoing notions in propositional logic generalize to first-order logic. For
us, the alphabet for a first-order logic will consist of:

%) the symbols in a signature £ for the logic;

f

)
1) the Boolean connectives = and —;
)

§

(
(1) individual variables vy, where k € w;
(
(

the quantifier 3;
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(1) the brackets ( and ).

The set of formulas of the resulting logic can be denoted
Fm,.

Certain formulas are sentences; the set of them is
Sng .

We do not have proof by induction on this set, since sentences can be constructed
from formulas that are not sentences. However, we can still define proof-systems
for Snz. (Alternatively, we could define a proof-system for Fm.)

There are L-structures 2, and then for each sentence o of L, there is an
element o® of 2. Then ¢ is true in 2 if % = 1. The notions of model,
entailment, validity, soundness and completeness can now be defined as
for propositional logic. Hence we have Lemma 7.2.1 for Sn, in addition to
propositional logic.

To prove that a certain proof-system for Sn, is complete, we shall use the
method first expounded by Leon Henkin, in [5]. (Henkin’s proof was a part of his
doctoral thesis; see [6]. We have already used Henkin’s method to prove Com-
pactness.) The particular treatment in these notes owes something to Shoen-
field’s in [13]. I introduce the notions of tautological and deductive completeness
merely to make our ultimate proof-system seem natural.

If F is an n-ary formula F(Py, ..., P,—1) of propositional logic, and o, € Sng,
then by substitution we can form the sentence

F(Uo, e ,Unfl)

of L. If F is a tautology, then F(og,...,0,-1) can be called a tautology of
Sng.

Lemma 7.3.1. Tautologies of Sn, are validities.

Proof. We can prove by induction on propositional formulas F' that, if F' is

F(Py,...,P,_1), then for all sentences o of Snz, and all L-structure 2,
F(Uo, e ,Unfl)m = F(Uom, ey Unflm).
(Details are an exercise.) The claim follows immediately from this. O

7.4 Tautological completeness

Suppose S is a proof-system for Sn, such that, if Fy, ..., Fy are n-ary propo-
sitional formulas, and

{Fo,..., Fx_1} E Fy, (7.1)
and og,...,0,_1 € Sng, then

{F()(O’(), ceey 0-77,—1)7 ceey Fk_l(O'Q, . ,0'”_1)} "5 Fk(O'(), ceey Un—l); (72)

let us say then that S is tautologically complete.

{lem:validities}

{ex2}
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Lemma 7.4.1. Let § be a proof-system for Sng. Then S is tautologically
complete if and only if:

(%) ks o for all tautologies o of Sur, and

(1) {o,0 = 1} Fs 7 for all o and T in Sng.

Proof. If S is tautologically complete, then immediately all tautologies are the-
orems; the other condition follows since {Py, Py — P} E P;.

To prove the converse, we can use our complete proof-system for propositional
logic: Suppose we have (7.1) above. Then Fj has a a formal proof from
{Fo,...,Fr_1}. Say this proof is

Goy...,Gm.

Then G, is Fi. We proceed by induction on m. There are three possibilities:
(%) If Fy, € {Fy,..., Fx_1}, then trivially (7.2) follows.
(t) If Fy is a tautology, then s Fj (&) by assumption, so (7.2).

(1) If G, is (Gi — Fy) for some ¢ and j in m, then, by inductive hypothesis,
we have

hence (7.2) by assumption (and Lemma 7.1.1).
In all cases then, (7.2) follows. O

It should be clear that a complete proof-system is tautologically complete. The
converse fails:

Example 7.4.2. The proof-system in which all tautologies are axioms and
modus ponens is the only rule of inference is not complete, since it cannot be
used to prove the validity dx = = z. Indeed, the theorems of this proof-system
are just the tautologies (as one can show); but 3z x = x is not a tautology. e

Let L be the negation of a tautology, say
—(Frxx =2 — Jzr 2 = 2x).
Henceforth, let ¥ C Sn,z and o € Sng.

Lemma 7.4.3. In a tautologically complete proof-system S, the following are
equivalent:

(*) X F =0 for some o in X;

(f) ¥F o and ¥+ =0 for some o in Sng;
(1) X F o for every o in Sng;
(§) T+ L.

Proof. Exercise. (There is a corresponding lemma for propositional logic.) O

{lem:1}
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If ¥ Fs L, then ¥ is inconsistent in S; otherwise, it is consistent.

Lemma 7.4.4. In a complete proof-system, every consistent subset of Sny has
a model.

Proof. If § is complete, but ¥ has no model, then ¥ F 1, so ¥ ks L by
completeness, so Y is inconsistent. [l

The converse of the lemma may fail, even if the proof-system is required to be
tautologically complete:

Example 7.4.5. Let the axioms of a proof-system S be the tautologies, and
let the rules of inference be modus ponens, along with the rule that | can
be inferred from every finite set that has no model. (Note however that this
is not a syntactical rule: it is not based directly on the form of sentences.)
By the Compactness Theorem of first-order logic, every set with no model is
inconsistent in this theory; therefore all consistent sets have models. However,
the validity 3z « = x is not a theorem of S. (Exercise: show this.) .

7.5 Deductive completeness

Let a proof-system S be called deductively complete if ¥ s (0 — 7) when-
ever YU {o} Fs .

Lemma 7.5.1. A tautologically and deductively complete proof-system in which
every consistent set has a model is complete.

Proof. Suppose S is such a system, and ¥ U {—c} is inconsistent in S. Then
Y U{-o}Fs o by Lemma 7.4.3, so ¥ ks (-0 — o) by deductive completeness.
But (mo — o) — o is a tautology, so X s o by tautological completeness.

Therefore, if ¥ /s o, then X U {—o} is consistent, so it has a model by assump-
tion; this shows X I o.

Lemma 7.5.2. A tautologically complete proof-system whose only rule of in-
ference is modus ponens is deductively complete.

Proof. Exercise. (See the Deduction Theorem of propositional logic.) O

Lemma 7.5.3. Suppose ¥ C Sn, and X is consistent in a tautologically and
deductively complete proof-system. The following are equivalent:
(%) If ¥ CT CSng and I is consistent, then I' = 3.

(1) "o € X <= o ¢ X forall o in Sng.
Proof. Exercise. O

A set ¥ meeting one of the conditions in the lemma can be called maximally
consistent.

{ex4}

{lem:4}

{lem:5}

{ex5}

{ex6}
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7.6 Completeness

By Lemma 7.4.1, we know of one tautologically complete proof-system, namely,
the system whose axioms are the tautologies, and whose rule of inference is
modus ponens. Let & be this system. Then S is deductively complete, by
Lemma 7.5.2, and is sound, by Lemmas 7.2.1 and 7.3.1. Moreover, soundness
and deductive completeness are preserved if we add new valid axioms to S. Now
we shall see which valid axioms we can add in order to ensure that every con-
sistent set has a model; then we shall have a complete system by Lemma 7.5.1.

We follow the proof of the Compactness Theorem, replacing ‘finitely satisfiable’
with ‘consistent’. We assume that £ is countable. Suppose ¥ is a consistent
subset of Sn,. We introduce an infinite set C' of new constants and enumerate
Snsuc as {0, 1 n € w}. We construct a chain

Y=%C¥C¥C -

where

= _ J¥2nU{on}, if this is consistent;
T Yon, otherwise.

If 0,, is 3z ¢, and this is in X9, 11, then we want to define Xy, o as

Yon+1 U {‘chc}a

where ¢ is a variable not used in g, 1. But we need to know that this set is
consistent. For this we assume, as axioms of S, the sentences

(P = x) = Jzp— X, (7.3)

where c is a variable not appearing in y. Note that these axioms are valid. We
now have:

Lemma 7.6.1. IfT" is consistent and contains 3x @, and ¢ does not appear in
T, then T U {pZ} is consistent.

Proof. Suppose it’s not. Then
{0, .. hr—at U{ei} Fs L
for some ®; in I'. By deductive completeness,
Fs we = o — - = k1 — L, (7.4)

where the notational convention is that a terminal string xyo — x1 — X2 stands
for the formula (xo — (x1 — Xx2)). We can re-write (7.4) as

Fs ve = X (7.5)
where x is ¢pg — -+ — ¥_1 — L. Then from (7.3) we have

Fsdzp— x
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by modus ponens; that is,
Fsdz o — o — - — hp1 — L.
Then k 4 1 applications of modus ponens show
ks L,

which contradicts the assumption that I' is consistent. [l

So now, given a consistent subset X of Sn,, we can construct a consistent subset
¥* of Snzye such that

(x) X CX*;

(t) ¥* is maximally consistent;

(1) if 3z ¢) € X, then ¢? € ¥ for some ¢ in C, that is, ¥* has witnesses.
As in the proof of Compactness, we want to use X* to define a model 2 of itself.

For the sake of defining the universe of 2, we assume now that S has the axioms

c=c, (7.6)

c=d wd=d —-c=d—d=4d, (7.7)
where ¢, ¢/, d and d’ range over C. Let E be the relation
{(c,d) € C*: (c=d) € B*}.
We can now show:

Lemma 7.6.2. The relation E is an equivalence-relation.

Proof. We first show

Fsc=c, (7.8)
Fsc=d—d=c, (7.9)
Fsc=d—d=c—c=e (7.10)

for all constants ¢, d and e in C.

Now, we have (7.8) trivially by (7.6). An instance of (7.7) is
c=d—c=c—c=c—d=cg

then (7.9) follows by tautological completeness. Another instance of (7.7) is
c=c—d=e—c=d—oc=e¢

then (7.10) follows by tautological completeness.

By its maximal consistency then, ¥* contains ¢ = ¢; and if ¥* contains ¢ = d
and d = e, then it contains d = ¢ and c = e. O
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We define A to be C/E. We now define R* (for each n-ary predicate R in L)
as the set

{([Co], ceey [Cnfl]) e A" . (RCQ . -Cnfl) S E*}
Then we have
(Reg--cn1) €8 = ([co), -, [cn_1]) € R?,

but perhaps not the converse. Possibly then both Reg - - - ¢,—1 and = Rcj - -+ ¢},_4

are in ¥*, although (¢ = ¢},) € * in each case. To prevent this, as as axioms
of § we assume

co=¢y— - —cp_1=C, 41— Reg-+-cp1 — Refy--- ), _. (7.11)
We now have:

Lemma 7.6.3. ([co], - ,[cn-1]) € R* < (Rco- - cn_1) € T*.
Proof. Exercise. O

Finally, suppose f is an n-ary function-symbol (where possibly n = 0, in which
case f is a constant.) We want to be able to define f2. (If ¢ € C, then c* = [¢];
but there might be constants of £ as well.) To define f, we first need some
lemmas, which are based on another axiom:

©i — dx @, (7.12)

where fv(p) C {z} and ¢ is a term with no variables. Let us assume that this is
an axiom of S. Then we have:

Lemma 7.6.4 (Substitution). If fv(p) C {z}, and the constant ¢ does not
appear in @, then

Fs gz — ¥
for all constant terms t.
Proof. We have
Fs —pf — 3z -, by (7.12)]

by (7.3)]
by tautological completeness]

[

Fs -3z —p — ¢f, [by tautological completeness]
Fs (e — L) =3z —~p — L, [
[

Fs p — =3z —e,
and hence Fs ¢¥ — ¢f by modus ponens. O
Lemma 7.6.5. Fst =1t for all terms t.
Proof. We have

Fsc=c¢, [by (7.6)]
Fsc=c—t=t, [by the Substitution Lemmal

and hence s t =t by modus ponens. |
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Lemma 7.6.6. s 3z fcp---cp_1 = .

Proof. We have

Fs feco - Cno1= fco - Cpn_1, [by the last lemmal]
Fs feo - cne1=fco - cno1 — 3z feg - cno1 =z, [by (7.12)]

hence s 3z fco- - - cn—1 = x by modus ponens. O

Finally, we assume as axioms of S the sentences
Co=Ch— = Cp1=Ch g — fCo - Cno1=fchCh_i. (7.13)
This enables us to define f*:

Lemma 7.6.7. For each n-ary function-symbol f, there is an n-ary operation
2 on A given by

2(col, .- len1]) = [d] <= (fco---cn_1 =d) € B*. (7.14)
Proof. Since ¥* is maximally consistent, we now have
dz feg-rcpno1 =x € X"
Since ¥* has witnesses, we have
fegrep1=dex”

for some constant d. This gives us a value for f%([co], -, [cn_1]); We have to
show that this value is unique. For this, it is enough to show

/
n—1

d=d — feog-cn1=d— fcy--cy_y =d

Fsco=cy— " —cp1=0Ch 1 —

for all ¢, and ¢}, and d and d’ in C. By (7.13) and tautological completeness, it
is enough to show

bs feo - -en1=fch---cpy —»d=d — feo---cp1=d— feg--c, =d.

In the axiom (7.7), we may assume that ¢ is not one of the variables ¢/, d or d'.
Then by the Substitution Lemma, we have

Fs feco- - cne1=¢ —wd=d — fco--cno1r=d—c =d.

We may also assume that ¢’ is not one of the variables ¢, d or d’. Applying the
Substitution Lemma again gives what we want. [l

The structure 2l is now determined and is a model of X, by the proof of the
Compactness Theorem. In sum, what we have shown is:

Theorem 7.6.8 (Completeness for first-order logic). That proof-system for Snp
is complete whose only rule of inference is modus ponens, and whose axioms
are the following:

{thm: completeness}



78

CHAPTER 7. COMPLETENESS

the tautologies;

— X) — 3z ¢ — x, where ¢ does not appear in x;

/ .
n—1s

N co=cy—...cno1=¢,_; = Reg-+-cp1 — Rcjy- - ¢

/

/ / /
k%) Cog=Co— = Cp1 =Ch_q — feor o1 = fcyCh_q.

Here the notation is as follows:

e x is a variable;

e © is a formula such that fv(p) C {x};
e Y\ IS a sentence;

e t is a constant term;

o ¢, d,ck, ¢, dandd are constants;
®nEw;

e R is an n-ary predicate if n > 0; and

f is an n-ary function-symbol (or a constant, if n =0).
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Numbers of countable
models

Our ultimate aim is to show that
I(T,w) #2 (8.1)

whenever T' is a countable, complete theory. The proof will require several
interesting general results.

Note that proving (8.1) requires T' to be complete:

Example 8.0.9. Let P be a singulary predicate, and in the signature {L}, let
T be axiomatized by
Vo Yy (Px A Py — z =vy).

Then T has non-isomorphic countably infinite models (w, @) and (w, {0}), and
every countably infinite model is isomorphic to one of these. °

8.1 Three models

In the signature {<} U{¢, : n € w}, let T5 be the theory axiomatized by
TO* U{cpt1 < cp:in € w}l.
We shall see that T35 is complete, and I(T3,w) = 3. Let

Ag={ae€eQ:0<a} =QnN(0,00),
Ale\{O},
As = Q.

Then each Ay is the universe of a model 2 of Ty, where <%* is the usual
ordering <, and

Then the set {c,** : n € w}, in Ay,

79
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(%) has no lower bound, if k£ = 0;
(1) has a lower bound, but no infimum, if k = 1;
(1) has an infimum, if k£ = 2.

Hence the three structures are not isomorphic. However, we shall be able to
show:

() if B F T3 and is countable, then B = 2, for some k in 3;
() T3 is complete.

The proof of the first claim will be by the back-and-forth method. The fol-
lowing gives the prototypical example:

Theorem 8.1.1. TO" is w-categorical.

Proof. Suppose 2, B E TO™ and |A| = w = |B|. We shall show 2 = 8.
We can enumerate the universes:
A={ay,:ncw}, B ={b, :n € w}.

We shall recursively define an order-preserving bijection h from A to B. In
particular, h will be [J{hy : n € w}, where, notationally, we shall have

hyp = {(ag,by) + k <n}U{(a,br) : k <n}.
We let hg = @. Suppose we have h,, so that the tuples
(ao,ag, ... an—1,a,_1), and  (by,bo,..., b0 _1,bn_1)
have the same order-type. This means that, if we write these tuples as
(coy---sCon—1) and (cf, ..., Ch,_1) respectively, then
¢ <cj = < c;»

for all 4 and j in 2n. Since B is a dense total order without endpoints, we can
chose b}, so that

/ i / / /
(a0, ahs -y Qn-1,0p_1,an) and (b, bo, ..., b, _1,bn_1,b;,)

have the same order-type. Likewise, we can choose a!, so that
(ag,aq, .- an,ay), and  (by,bo,...,bh, by)

have the same order-type. Now let hy41 = h, U {(an, b)), (a,,,bn)}. O

Corollary 8.1.2. I(T5,w) = 3.

Proof. Suppose B is a countable model of T5. The interpretation in 8 of each
formula
Cny1 < T NANx <cCp

is (when equipped with the ordering induced from B) a countable model of
TO*. The same is true for the formula ¢g < z. Finally, the set

(N{beB:b<ca}

new

is one of the following;:
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(%) empty;
(t) a countable model of TO™;
() a countable dense total order with a greatest point, but no least point.

Then the previous theorem allows us to construct an isomorphism between 5
and g, Ay or A respectively. O

The following is really a corollary of Theorem 4.0.3: {thn:T3-QE}

Theorem 8.1.3. T3 admits elimination of quantifiers.

Proof. Any formula ¢(Z) of {<,cp,c1,...} can be considered as
G(f, COy - -y Cn—l)

for some formula 6 of {<}. By quantifier-elimination in TO*, there is an open
formula « of {<} such that

TO* EVZ Vi (0(&,§) A [\ vir1 <yi & (&, §)).

<n
But T3 F ¢;11 < ¢;, and T3 E TO"; so
T3 EVZ (0(Z,¢C) < a(Z,7)).

Thus T35 admits quantifier-elimination. O

Corollary 8.1.4. T5 is complete.

Proof. The three countable models 2/, form a chain:
Ao C A C As.

But here diag®B F Th(Bp) for all models B of T3, so by Theorem 5.3.6, the
chain is elementary:

Ao < Ay < Ao,
In particular, the three structures are elementarily equivalent. Now, if B is an
arbitrary model of T3, then it is infinite, so B = € for some countably infinite

structure € by Theorem 6.0.11. But € = 2, for some k, by Corollary 8.1.2.
Hence B = 2y by Theorem 5.3.6. Thus

T3 = Th(m0)7

so T5 is complete. [l
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8.2 Omitting types

Since there is a sound, complete proof-system for first-order logic, we may say
that a set of sentences is consistent to mean that it has a model.

An n-type of a signature L is a set of n-ary formulas of L.

An n-type ® of L is realized by @ in an L-structure 2 if
AE p(a)

for all ¢ in ®. A type not realized in a structure is omitted by the structure.

If a consistent theory T of L is specified, then an n-type of T is an n-type ®
that is consistent with 7T: This means that ® is realized in some model of T
Equivalently, it means that, if ¢ is an n-tuple of new constants, then the set

TU{p(@):p € o}

is consistent. By Compactness, for ¢ to be consistent with 7', it is sufficient

that
TuU {3z /\ Do}
be consistent for all finite subsets ®g of P.

By Compactness also, for any collection of types consistent with 7', there is a
model of T" in which all of the types are realized.

An n-type ® of T is isolated in T" by an n-ary formula 1 if:
(¥) TU{3% ¢} is consistent;
(1) TEVZ (¢ — ) for all ¢ in P.

Hence, if 9 is satisfied by @ in a model of T, then @ realizes ®. Also, if T is
complete, then T'F 3% 9, so ® is realized in every model of T'.

We can call a theory countable if its signature is countable. (A more general
definition is possible: T is countable if, in its signature, only countably many
formulas are inequivalent in 7".) It turns out that, in a countable theory, being
isolated is the only barrier to being omitted by some model:

Theorem 8.2.1 (Omitting Types). Suppose T is a countable theory, and ® is
a non-isolated 1-type of T'. Then ® is omitted by some countable model of T.

Proof. We adjust our proof of the Compactness Theorem. As there, we intro-
duce a set C' of new constants ¢, (where n € w). We enumerate Snyyc as
{on : n € w}. We construct a chain

T=%C%C-
as follows. Assume Y3, is consistent. Then let

Y3n U{on}, if this is consistent;
Y3nt1 = )
Yi3n, otherwise.

Now let
Y3nt2 = Lznp1 U {e(cr)}
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where k is minimal such that c¢; does not appear in 3,1, if 0, € Y3,41 and
op, is dz @; otherwise, Ys, 4o = X3,41. Finally, let

Y3nt3 = Yzni2 U {ﬁw(cn)}v

where 9 is an element of ® such that X3,12 U{—-t(c,)} is consistent. But we
have to check that there is such a formula 1 in ®. If there is, then we can let

5= S
necw

Then ¥* has a countable model 2 (as in the proof of Compactness) such that
every element of A is ¢® for some ¢ in C. But by construction, no such element
can realize ®; so 2 omits P.

Now, in the definition of X3, 13, the formula 1 exists as desired because the set
Y3n+2 N T can be assumed to be finite. In particular, the formulas in this set
use only finitely many constants from C'. We may assume that these constants
form a tuple (cy, cf) Then we can write A X3,12 \ T as a sentence

(,O(Cn, J)a

where ¢ is a certain formula of £. Now, if

Y3nt2 FY(cn)

for some formula 1), then

-,

T E (p(en,d) = P(cn)),

hence

TEVz (37 (2, §) — ¥(2)).
Since ® is not isolated in T, it is not isolated by 3y . Therefore the set
Yan+2 U {—%(ey)} must be consistent for some ¢ in ®. O

In the proof, it is essential that X, \ T is finite; the proof can’t be generalized
to the case where T' is uncountable. But the proof can be generalized to yield
the following:

Porism 8.2.2. Suppose T is a countable theory, and Py is an n-type of T for
some n (depending on k), for each k in w. Then T has a countable model
omitting each ®y,.

An n-type ® of a theory T is called complete if
pgP —= —pecd

for all n-ary formulas ¢ of £. Any n-tuple @ of elements of a model 2 of T'
determines a complete n-type of T', namely

{p:AF p@)};

this is the complete type of @ in 2l and can be denoted

tpg(@).
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If ® is an arbitrary n-type of T, then some @ from some model 2 of T realizes
®, and therefore

O C tpy(ad).
In particular, every type of T is included in a complete type of T'.

The set of complete n-types of T' can be denoted
Su(T);
then we can let | J,, ., Sn(7') be denoted
S(T).
So the Omitting-Types Theorem gives us that, if T" is countable and |S(T")| < w,

then T has a countable model that omits all non-isolated types of T.

A structure 2 that realizes only isolated types of Th(2() is called atomic.

Examples 8.2.3. |

]

(1) (w,,0) is atomic, since each element is named by a term. For example,
a 1-type realized by 5 is isolated by the formula z = 0""".

(2) The theory of Example 5.4.4 has no atomic models. .

The following lemma hints at the characterization of countable atomic models
that we shall see in the next section.

Lemma 8.2.4. If2A embeds elementarily in B, then B realizes all types that A
realizes.

Proof. Suppose h is an elementary embedding of 2 in 9B, and d realizes the
type @ in A. Then
{o(@): €@} C Th(Aa),

so h(a) realizes ® in B by Theorem 5.3.6. O

8.3 Prime structures

A structure is prime if it embeds elementarily in every model of its theory; if
that theory is T, then the structure is a prime model of 7. (Note then that
only complete theories can have prime models, simply because the prime model
is elementarily equivalent to all other models.)

Examples 8.3.1. |

]

(1) If T admits quantifier-elimination, then by Corollary 5.3.7, all embed-
dings of models of T are elementary embeddings. Hence, for example, a
countably infinite set is a prime model of the theory of infinite sets. Also,
(Q, <) embeds in every model of TO*, so it is a prime model.
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(2) It is possible to show that, if |£] < k < |B|, then 9B is an elementary
extension of some structure 2 such that |A| = k. Hence, a model of
a countable theory T is prime, provided it embeds elementarily in all
countable models of T'. In particular then, if T is w-categorical, then its
countable model is prime. .

Theorem 8.3.2. Suppose T is a countable complete theory. Then the prime
models of T are precisely the countable atomic models of T

Proof. Suppose A ET.

(=) If 2 is not countable, then 2 cannot embed in countable models of T' (which
must exist, by Theorem 6.0.11), so 2 cannot be prime.

If 2 is not atomic, then 2 realizes some non-isolated type ® of T'. But by the
Omitting-Types Theorem, T" has a countable model B that omits ®. Then A
cannot embed elementarily in 8, by Lemma 8.2.4.

(<) Suppose 2 is countable and atomic, and B F T. We construct an ele-
mentary embedding of 2 in B by the back-and-forth method, except that the
construction is in only one direction. Write A as {a, : n € w}. Then each
tpy(ao, - ..,an—_1) is isolated in T' by some formula ¢,,. Then we have

(x) TE 3T @p;
(T) T }: Vf (@n - Elxn ¢n+1)-
Hence we can recursively find b; in B so that

% ': (Pn(bOa . '7bn71)

for all n in w.

Now, every sentence in Th(24) is 6(ao, . . ., an—1) for some formula 6 of £. Then

T EVE (pn — 0),

—

so B E 0(b). Therefore the map ag — by : A — B is an elementary embedding
of 2 in *B.

Porism 8.3.3. All prime models of a countable complete theory are isomorphic.

Proof. In the proof that 2l embeds elementarily in 93, if we assume also that 9B is
countable and atomic, then the full back-and-forth method gives an isomorphism
between the structures. O

Lemma 8.3.4. If [(T,w) < w, then |S(T)| < w.

Proof. Exercise. O

Theorem 8.3.5. Suppose T is a countable complete theory. Then T has a
prime model if S(T') is countable.

Proof. Exercise. O

{por:prime-isom}

{lem:I-S}

{thm:prime-existence}
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8.4 Saturated structures

A saturated structure is the opposite of an atomic structure. Atomic structures
realize as few types as possible. Saturated structures realize as many types
as possible; moreover, these types are allowed to have parameters from the
structure.

To be precise, let 9% be an infinite L-structure, and let A C M. In this context,
the set S,,(Th(94)) can be denoted

Sn(A).

Consider the special case where A is M itself. The set S;(M), for example,
contains types that include the type

{r#a:a€M}.

These types cannot be realized in 9. So we say that 9 is saturated, provided
that, whenever A C M and |A| < |M]|, each type in S(A) is realized in 9. (In
particular, if 9t is countable here, then the sets A should be finite.)

Theorem 8.4.1. Suppose T is countable and complete, and |S(T)| < w. Then

T has a countable saturated model.

Proof. Suppose 9 is a countable model of T'. If A is a finite subset {ay : k < n}
of M, then each element of S,,(A) is

{o(xg, .., Tm—1,00,.-.,an-1) : ¢ € p}
for some p in S, 4+, (7). Hence |[S(A)| is countable. Therefore the set
U{S(A) : A is a finite subset of M}

is countable. So all of the types in this set are realized in a countable elementary
extension I’ of M.

Thus, if 91 is a countable model of T', then we can form an elementary chain
Mo <M <Ko --- .

It is straightforward then to define the union of this chain: this is a structure
I whose universe N is Une,M,, and that is an elementary extension of each
M,,. Every finite subset of N is a subset of some 91,,, and so the types of S(A)

are realized in 91,1, hence in 1. So N is saturated. [l
If A is a finite subset {aj, : k <n} of M, and @ is (ag,...,an—1), we can denote
QﬁA by

(A, @).

If 901 is countable, then 9 is called homogeneous if
tPon(@) = tpoy (b) = (M, @) = (M, b)
for all n-tuples @ and b from M , for all n in w.

Theorem 8.4.2. Countable saturated structures are homogeneous.

Proof. The back-and-forth method. O
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8.5 One model

For the sake of stating and proving the following theorem more easily, we can
use the following notation. Suppose T is a theory of £. Then equivalence in
T is an equivalence-relation on the set of n-ary formulas of £. Let the set of
corresponding equivalence-classes be denoted

B,.(T).
Theorem 8.5.1. Suppose T is a countable complete theory. The following
statements are equivalent:
(0) I(T,w) = 1.
(1) All types of T are isolated.
(2) FEach set B,,(T) is finite.
(3) Each set Sp(T) is finite.

Proof. (0)=(1): If S(T") contains a non-isolated type, then it is realized in some,
but not all, countable models of T', so I(T,w) > 1.

(1)=(0): If all types of T" are isolated, then all models of T' are atomic, so all
countable models of T" are prime and therefore isomorphic.

(2)=(3): Immediate.

(3)=(1)&(2): Suppose S, (T) = {po,...,Pm—1}. For each i and j in m, if i # j,
then there is a formula ¢;; in p; \ p;. Let 1; be the formula

/\ Pij -
jem~{i}

Then ; is in p; if and only if j = 4. If AF T, and @ is an n-tuple from A, then
2 realizes some unique p;, and then 2A F v;(@). Conversely, if 20 £ ¢;(d), then
a must realize p;. Therefore v; isolates p;.

If x is an arbitrary n-ary formula, let I = {i € m : x € p;}. Then
TEVT (x < \/wi).
iel
There are only finitely many possibilities for I, so B,,(7T') is finite.

(1)=(3): Suppose infinitely many complete n-types are isolated in 7. Since T
is countable, there must be countably many such types. Say they compose the
set {pi : k € w}, and each py, is isolated by ¢x. Then the type

{~¢k : k € w}

is consistent with 7. It is not included in any of the pg, so it must be included
in a non-isolated type. [l
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8.6 Not two models

Theorem 8.6.1. Suppose T' is a countable complete theory. Then I(T,w) # 2.

Proof. Suppose if possible that T, has just two non-isomorphic countable mod-
els. One of them, 2, is prime, by Lemma 8.3.4 and Theorem 8.3.5. The other
one, B, is saturated, by Theorem 8.4.1. Since 2 embeds elementarily in 8, we
may assume U < ‘B.

Since 2 2 B, there is a non-isolated type ® realized by some b in B, by
Theorem 8.3.2 and Porism 8.3.3. Let T* = Th(B,b). Suppose (€,¢) is a
countable model of T*. Then € F T5, so € is isomorphic to % or B. In any
case, 2 embeds elementarily in €. But ® is realized by ¢ in €. Hence € & B
by Lemma 8.2.4. Let the isomorphism take ¢ to @. Then it is enough to show
(B,@) = (B,b). But this follows from Theorem 8.4.2. O
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